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LIDAR-GENERATED DIGITAL ELEVATION MODELS FOR HAZARD
DETECTION - REQUIREMENTS AND ANALYSIS
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Hazard detection is an enabling technology for safe landing on planetary bodies
with limited terrain knowledge, such as Jupiter’s icy moon Europa. Using a Light
Detection and Ranging (LIDAR) sensor, a lander scans the landing site and con-
structs a Digital Elevation Model (DEM) in real-time during descent. This DEM
is processed by hazard detection algorithms to construct a safety cost map and
determine the safest landing location. The target location is then provided to the
guidance and control system to execute a hazard avoidance divert maneuver. We
derived requirements on the DEM quality and accuracy from the proposed Europa
Lander Deorbit, Descent, and Landing (DDL) concept of operations and the lan-
der hazard tolerance. A modular geometric LIDAR modeling tool and re-gridding
algorithms were developed and integrated into a high-fidelity 6-DOF dynamics
simulation. The modular nature of the model allows us to simulate various detec-
tor aspect ratios, laser pulse repetition rates, scan mechanisms, optical designs, and
basic error models. This tool was developed to support the parametric sensitivity
analysis of the DEM quality with respect to the LIDAR design, site topography,
scanning pattern, noise properties, and navigation state knowledge errors, and to
evaluate the generated DEMs against the Europa Lander requirements.

INTRODUCTION

Europa is the smallest moon of Jupiter and is one of a few locations within the Solar System that
is thought to be capable of supporting life in the present day. It is hypothesized that there exists
a large liquid water ocean underneath its crust. Given this possibility the science community is
intensely interested in exploring Europa and characterizing its surface and subsurface composition.
Since the terrain knowledge of Europa is limited, a safe and successful landing requires the lander
vehicle to construct a terrain model of the intended landing location and identify potential hazards
in real-time as it descends from orbital altitude.

The Europa Lander Deorbit, Descent, and Landing mission concept has been presented in past
conferences.!»> The following is a brief description of the concept of operations for the hazard
detection phase. It starts at approximately 1 km altitude, where the lander would maneuver to align
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itself above the intended landing location using thrusters. After the precision landing maneuver,
it maintains a —23 m/s constant vertical descent velocity as it approaches the surface. At 500 m
altitude, the model construction phase is initialized by imaging the surface and generating a 100 m
x 100 m Digital Elevation Model (DEM) centered about the intended landing location. The time
allotted for DEM construction is 2 s. The on-board hazard detection algorithm then processes the
DEM to form a safety map for landing location selection. This landing location is then transmitted
to the Guidance, Navigation and Control (GNC) system to steer the lander to a safe landing.

There are several different approaches for hazard detection, such as a optical monocular cam-
era, stereo cameras, radar, and Light Detection and Ranging (LIDAR) sensor. Out of all these
approaches, the LIDAR-based system was determined to be the most suitable solution for landing
on Europa.!:? The advantages of a LIDAR-based approach include high-resolution images, fast data
acquisition rate, and robustness against changes in natural illumination. However, due to the size of
the required mapped region, map resolution, and time allotment, a scanning-based LIDAR system
is necessary for this mission. As a result, the hazard detection system processes a DEM created by
stitching multiple images together. The quality of the DEM is affected by several factors including
system sizing, vehicle motion, scanning pattern, and ground terrain. Therefore, it is essential to
simulate the range measurements and investigate the coverage and the accuracy of the estimated
DEM based on these factors. While there exists several LIDAR simulation software,* they are
not directly applicable to the Europa Lander mission concept. This work is the beginning of an
extensive sensitivity analysis laid out to support the development of the GNC system of the Europa
Lander concept.

This paper describes a C++ based LIDAR simulation tool for DEM generation. The modular
nature of the model allows one to vary the detector array specifications, interchange different scan
mechanisms, and adjust the scanning patterns. Additional LIDAR components can be programmed
into this software to form a component library for other future missions. The LIDAR model is
integrated with a dynamics simulator, which allows the user to simulate LIDAR measurements on a
moving platform both in space and on the ground. The measurements and the resulting DEM depend
on the lander trajectories and are affected by several error sources. A specialized post-processing
program was developed to evaluate the coverage and the accuracy of the estimated DEM.

MODEL DESCRIPTION

The LIDAR simulation software leverages the architecture of DSENDS, which is a software
environment for high-fidelity 6 Degrees-of-Freedom (DOF) multi-body simulation.’> The LIDAR
model was developed as a software module, so it can be integrated into the DSENDS simulation
environment. The user initializes the LIDAR model by providing a list of system parameters. These
include LIDAR-specific parameters, noise model parameters, and navigation error model parame-
ters. The LIDAR-specific parameters include number of detector pixels, field-of-view, number of
anti-aliasing sub-pixels (range measurement of one pixel is a sample average of multiple sub-pixels),
DEM resolution, laser pulse repetition rate, scanning time, scanning mechanism, and scanning pat-
tern. The noise model parameters include range noise variance, range bias, dead-pixel percentage,
and pixel dropout percentage. The dead-pixel percentage accounts for complete detector pixel fail-
ure, whereas the pixel dropout percentage accounts for random measurement dropout due to in-
termittent radiation effects. The navigation error model parameters include position bias, velocity
bias, orientation bias, and angular rate bias. Figure 1 is a block diagram showing the individual
components of the LIDAR model.
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Figure 1. Block diagram of the components of the LIDAR simulation.

LIDAR Modeling

Following the model initialization step is the detector geometry generation step. A perspective
detector model is constructed by specifying the detector field-of-view, the number of pixels, and the
distribution of the pixels. The measurement associated with each pixel is obtained by ray-tracing
technique. The ray originates from the focal point, then it goes through the pixel center before it is
redirected by the scanning mechanism such that it leaves the LIDAR output frame along a particular
direction. In addition to the flash LIDAR model, two different scanning mechanisms have been
implemented, namely the Risley prism and the Fast-Steering-Mirror (FSM). The scanning profile
of each system can be decomposed into 2 DOF, and the time evolution of each DOF is modeled
as a function of time. Additional details regarding the modeling of these scanning mechanism can
be found in various publications.>® The true range value, r, from the LIDAR output frame to the
ground terrain is obtained using built-in DSENDS function for ray-intersection with a topographic
object. Following the ray-intersection calculation, the true range value is corrupted according to the
specified measurement noise parameters.

The coordinate system of the LIDAR model is shown in Figure 2. The D frame represents the
DEM frame; the B frame is the lander body frame; and the L frame is the LIDAR frame. From the
figure, the vector from the LIDAR frame origin to a point on the ground is

Ly:Ln[r—i-b—i-v]—i-Lb, (D

where b is the offset between the LIDAR origin and the output of a light ray expressed in the
LIDAR frame; “n is the direction of the ray at a particular time expressed in the LIDAR frame;
and r is the range to the ground along “m. The time evolution of “n depends on the scanning
mechanism. The measurement noise, v, is modeled as white Gaussian noise and b is a constant
range bias.

In order to construct the DEM, Ly has to be transformed from the LIDAR frame to the DEM
frame using the lander position and the lander orientation with respect to the DEM frame. Let Ps
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be the position vector of a point in the DEM frame, then the relationship between “y and Ps is
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where E R is the rotation from the LIDAR frame to the DEM frame and P p;, is the location of the
LIDAR frame origin expressed in the DEM frame. This homogeneous transformation can be further
decomposed as
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where g H and f H represent the homogeneous transformations between the DEM, the body and
the LIDAR frames.

Navigation Error Model

The transformation shown in Eq. (3) is an ideal equation, which is only valid if one has access to
the true lander position, D pp, and orientation, g R. In practice, only the estimates,

Pps="ps—"p
Dp _Dpiig @)
pR = pRE(0),

are available, where Pp is the position error and 6 is the orientation error expressed in roll, pitch
and yaw angles. Substituting these estimates for the true values in gH gives
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Figure 3. Coordinate systems for the DEM weighted average.

The time evolutions of these errors are modeled as
Dﬁ =ay + av(t - tO)

- 6
0 =ay+ a,(t—ty), ©

where a,, a,, ay, and a,, are user-specified error parameters. An alternative method is to use
stochastic processes to model the navigation errors. This option was not used because the LIDAR
scanning time for the Europa Lander mission concept is short relative to the random walk behav-
ior of the position estimate. Thus, the dominant error source is the initial condition uncertainty.
Replacing the true homogeneous transformation in Eq. (2) with the estimated transformation gives

Psl  palty
] =ea ) "

The estimated DEM is constructed using 3.

DEM Construction

The first step in DEM construction is creating a regularly partitioned rectangular mesh centered
at the DEM frame origin. Each intersection of the mesh grid defines the center of a bin whose
resolution, s, is specified by the user in the initialization step. The coordinates of the bin center are
denoted by Xl-j and YZ] Let the true and the estimated coordinates of the position vector from a
single LIDAR measurement be denoted by

x z
Ps=ly|, and Ps=|g )
z Z

The estimated Z coordinate, 2, is sorted into a single bin based on the values of £ and .



Table 1. DEM Quality Metrics

Mapped region coverage | The number of invalid pixels cannot exceed 1% of the mapped
region.

Hole size Following the 8-connected rule, the number of connected invalid
pixels cannot exceed 10 pixels.

Distance to the nearest | The maximum distance from an invalid pixel to the nearest valid
valid pixel pixel cannot exceed 1 pixel.

Relative elevation error The elevation error of all valid pixels over the lander footprint
shall not exceed 5 cm (95%ile) over the entire mapped region.

Relative horizontal error | The horizontal error of all valid pixels over the lander footprint
shall not exceed 5 cm (95%ile) over the entire mapped region.

Absolute horizontal error | The mean horizontal error over a lander footprint shall not exceed
1 m for 95% of the entire map.

After the sorting step, the elevation value of the ij*" bin is the weighted average of all the esti-
mated elevation coordinates, 2, in the bin, where k denotes the measurement index within a bin.
See Figure 3.
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The unnormalized weight is @y, = (1 — q;)(1 — pi), where the values of p;, and gy, are the X and the
Y distances of the k" measurement to the bin center respectively. From the definition of Eq. (9),
the elevation value of a particular bin is non-zero if the bin contains at least one measurement. If
the bin is empty, then Zij is set to invalid (NaN). This construction method is a modified version
of the bilinear interpolation method.® Specifically, it does not use the value of neighboring bins
for interpolation. This is a more conservative approach. Furthermore, it does not use a priori
information about the terrain, which is suitable for the Europa Lander mission concept because
there is limited information about the surface.

The true elevation value of the z'jth binis Z;; = H(X,j,Y;;), where X;; and Y;; are the true X
and Y coordinates of the bin center. The function H (-, -) represents the true DEM. The true X;
and Y;; coordinates are obtained using the true range, 7, and the ideal transformation in Eq. (3). All

A

6 coordinates, Xij, Yij, ij» Xij» Yij, and Z;; are saved to disk for DEM quality evaluation.

DEM EVALUATION TOOL

The DEM evaluation step considers two categories: coverage and accuracy. The required mapped
region is defined as a circular area with a radius of 50 m and centered about the intended landing
location. Three metrics are used to evaluate the DEM coverage quality. The first metric is the
number of invalid pixels in the required mapped region. The second metric considers the size
of the invalid pixel grouping following the 8-connected rule. This rule considers the immediate
neighboring pixels: (i + 1,7 +1), (i +1,7), i+ 1,7 —1), (4,5 —1), i — 1,5 — 1), (i — 1,7),
(i—1,5+ 1), and (i, + 1). The third metric considers the distance between the invalid pixel and



the closest valid pixel. For the accuracy category, there are also three metrics, namely the absolute
horizontal error, relative elevation error and relative horizontal error with respect to the true ground
terrain. Since the main purpose for constructing the DEM is for hazard detection, the accuracy of
the DEM is evaluated with the consideration of the lander footprint. Table 1 is a summary of the
DEM quality metrics for the hazard detection phase of the Europa Lander concept.

The absolute coordinate errors are defined as

exij = Xij— Xij,  evij=Yij—Yij, ez = Zij — Zij. (10)

Assuming the lander is centered at the ij*" bin, then the absolute error metrics used by the evaluation
tool are

€x,ij = mean(ex i), €y,ij = mean(eyx), €z:; = mean(ezk), (11)

where the indices [ and k iterate over all the pixels under the lander footprint. These values are used
to determine the local position bias over an individual lander footprint. The relative errors over an
individual lander footprint are

éx,ij = Qqllexik — €x.ijl),  €vij = Qqlevur — €vijl), €z.j = Qqllezik — €z,4j5]), (12)

where Q, () is the ¢ percentile of the argument. These values are used to assess the local variations
within a lander footprint.

SIMULATION RESULTS

The DSENDS software and the LIDAR model can be programmed to simulate various lander
trajectories and LIDAR model parameters. For illustration purposes, the following are samples
of the estimated DEM and the evaluation results. The reference trajectory for the simulation is a
vertical descent on Europa from an altitude of 500 m and an initial vertical velocity of —23 m/s. The
LIDAR system parameters used in the following examples do not reflect the actual LIDAR system
parameters for the Europa Lander mission concept. In the following simulations, the scanning time
is 2 s with a sample frequency of 20 kHz. The scanning mechanism is an FSM following a line
search pattern starting from the upper left-hand corner. The detector consists of 18 x 18 pixels. The
ground sample distance between 2 pixels at 500 m altitude is 4.44 cm, and the DEM resolution is 5
cm. The lander footprint used for the evaluationis 1.7 m x 1.7 m.

Example 1

In the first example, we show the accuracy of the DEM when there are no measurement noises
or navigation errors. The true and estimated DEM in this simulation are shown in Figure 4. The
true DEM is a flat surface with 10 right circular cones distributed around the origin. Each cone
has a height of 10 m and base radius of 3 m. The estimated DEM is constructed using Eq. (9) and
multiple LIDAR scans. Because there is sufficient overlap between scans, there are no large holes
in the estimated DEM. Overall it captures the shape and the location of the cones.

The difference between the true DEM and the estimated DEM, ez ;;, computed using Eq. (10)
is shown in Figure 5. Despite having zero measurement noise, the elevation errors can be as large
as +10 cm. After examining the plot more closely, we found these errors are located on the cone
surfaces and are caused by the quantization of the range measurements. To illustrate this point we
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Figure 4. True and estimated DEM for example 1.

show the worst case quantization errors along the X, the Y, and the 45° diagonal directions of a right
circular cone. They are

_ Ozs _ 0zs 1 [0z 0z\Vs?+s? s [0z 0z
Tor2 T gy ed—ﬁ@m—y)T—i(a—x*a—y)’
where s is the DEM resolution. Evaluating Eq. (13) at a radial distance (< 3 m) away from the
cone center gives e, = e, = 8.3 cm and e; = 11.8 cm. These values illustrate the impact of
elevation change on the DEM accuracy. Because of the quantization errors, 1681 pixels out of a
total of 3,141,521 pixels do not satisfy the 95%ile relative elevation error requirement. From the
form of Eq. (13), one can mitigate the effect of quantization error by choosing a target area with
low elevation variation or increasing the DEM resolution. If both options are not feasible, then an
alternative solution is to leverage the DEM construction process. Since the elevation value of the
i7" bin is a weighted average of multiple range measurements, it is possible to use multiple LIDAR
scans of the same area to average out the quantization errors.

€Ex
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Example 2

For example 2, the coverage and the accuracy evaluation results are examined more closely. The
coverage evaluation plot in Figure 6 is a binary map showing the location and the percentage of
invalid pixels. Next to that is a binary map showing the location of the holes that fail the maximum
distance to valid pixel requirement. Below both plots is a histogram showing the number of holes
vs. hole size. In Figure 7, the left portion of the accuracy evaluation plot shows the absolute errors
computed using Eq. (11). The 95%ile absolute error over the entire mapped region for each axis
is provided at the top of each subplot. The right portion of the same figure shows the result of
Eq. (12), where ¢ = 95. The number of touchdown locations that violate the 95%ile relative error
requirement is shown at the top of each subplot.

In example 2, the true DEM is the same as in example 1. However, Gaussian noise was added
to the range measurement. The 30 noise value is 5 cm. The evaluation results in Figure 6 show
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Figure 5. Absolute Z coordinate errors of example 1.

there are 13 invalid pixels within the required mapped region, and the total invalid percentage is <
0.001%. All pixels satisfy the distance and the hole size requirements. Since the invalid percentage
is much lower than the requirement, it may be possible to reduce the sample rate or the number of
detector pixels and still satisfy the coverage requirements in this example.

Figure 7 shows the results of the accuracy evaluation. Since no navigation errors were added in the
construction of the DEM, the horizontal absolute errors are in the order of millimeters. The relative
horizontal errors shown in the plots are mostly due to the sorting process of the measurement. They
are in the order of the DEM resolution and are concentrated along the outer region. Since the
quantization error is much larger than the 20 bound of the Gaussian range noise, the scale of the
color bar for the relative elevation error is dominated by the quantization error. The quantization
errors affect both the absolute and the relative elevation errors because the cone footprint is larger
than the lander footprint.

Example 3

The true and the estimated DEM for the third example are shown in Figure 8. Figure 9 show
the results of the accuracy evaluation. The lander trajectory and scanning pattern are the same
as the previous 2 examples. The true DEM in this example was obtained by interpolating a 12.5
m resolution Europa DEM. Due to the interpolation step, the true DEM only captures the Europa
terrain at large-scale. While it is possible to place geometric primitives such as hemispheres, cones,
and pyramids on top of the interpolated DEM to create small-scale features, careful thought and
consideration are necessary so that they are consistent with the actual Europa terrain.

In addition to the measurement noise, navigation errors were added in this example, where the
velocity error vector is @, = [0.3 0.3 0.7] " m/s. Because of this velocity bias error, the position
error, Pp, accumulates with time. Since the lower region of the DEM was scanned last, the absolute
error in that region is the largest as shown in the left subplots of Figure 9. The absolute horizontal
errors are approximately 0.6 m = 0.3 m/s X2 s, which is consistent with the x and y components
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of a,. Similar result can be seen in the elevation direction. The absolute elevation error is approxi-
mately 1.4 m = 0.7 m/s x2s. The majority of the navigation errors is captured by the absolute error
metrics. This type of error can be mitigated by either reducing the velocity knowledge error or the
LIDAR scanning time. As shown in Figure 9, all pixels satisfy the relative error requirements. The
navigation errors have slight impact on the relative error metrics for this scanning pattern. The hori-
zontal errors remain in the order of the DEM resolution, and the relative elevation errors are slightly
below the range noise 20 bound of 3.33 cm that one expects if there are no navigation errors.

CONCLUSION

In summary, this paper describes the LIDAR simulation and the DEM evaluation tools devised
to facilitate the development of active hazard detection and avoidance technology. This technol-
ogy is essential to future lander missions since it enables safe landing capability at locations with
limited terrain knowledge. The simulation and evaluation tools allow the users to test different LI-
DAR configurations, ground terrain, noise parameters and lander trajectories in order to determine
the most suitable combination for a particular mission. Besides adding additional interchangeable
LIDAR components to the software, other future enhancements include the use of GPU to reduce
computation time and the generation of a DEM uncertainty map.
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