
Parker Abercrombie
Jet Propulsion Laboratory, California Institute of Technology

OnSight

A Cloud-based Architecture 
for Processing 3D Mars Terrain





Curiosity Mars Rover















HIRISE

Mastcam

Navcam



Mars Reconnaissance Orbiter



Terrain Pipeline

Image Processing Pipeline
Magic!

Mesh &
texture Hololens

Mars 
Images






Stats

• ~430 scenes built (and more every day)
• 1 scene = ~1000 input images (5 GB)
• 1 build = 100-300 MB of mesh and texture files
• ~2.5 hr runtime



High-level Needs

• Detect when new data is available
• Long running, resource intensive task
• Bursty workload
• See what’s happening
• Make results available to users



Technology Stack*
(Page ‘O Icons)

Amazon EC2 Amazon S3 Amazon EBS CloudFront Amazon RDSCloudWatchAmazon SQSAmazon SNS

*Reference herein to any specific commercial product, process, or service by 
trade name, trademark, manufacturer, or otherwise, does not constitute or 
imply its endorsement by the United States Government or the Jet Propulsion 
Laboratory, California Institute of Technology.
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Build Manager

• Purpose:
• Orchestrates image pipeline builds
• Dashboard

• Technologies
• Loopback framework - RESTful API
• Twitter Bootstrap & Angularjs – frontend
• RDS - database

Amazon EC2
Amazon EBS Amazon RDSCloudWatchAmazon SQSAmazon SNS













Data API

• Access data through LoopBack REST API
• Database independent
• Easy to add business logic with JavaScript

Amazon 
RDS

GET /TerrainBuild/{id}

POST /TerrainBuild/{id}

GET /TerrainBuild/where={filter}



Amazon Relational Database Service (RDS)

• Auto snapshot
• Click to restore
• Zero maintenance required
• Why not NoSQL?

• Scalability not an issue
• More concern with reliability & capability with existing tools



CloudWatch Log Management



Build Cluster



Jenkins
What is it? 
Build system
Continuous Integration & Delivery
Similar tools: Bamboo, CruiseControl

What do we use it for?
Manages worker nodes
Compiles and runs our pipeline code (C#)
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Build Cluster

Cluster management with Jenkins

Task

Periodic task checks work queue vs. cluster
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Handling sub-tasks

Data intensive task, only want one per worker
…But want to be able to run sub-tasks

Worker Node
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Main task == 4 slots

3 slots left for sub-tasks



Jenkins cluster

• Periodic task to scale 
cluster

• Automation with Groovy 
scripts

• Use tags for different type 
of worker
• e.g. dev vs. production



Worker Nodes



Workers

• GPU-enabled EC2 machines
• Windows 2012
• Run image processing code (C# binary)
• Created from base image with software installed



GPU vCPU
Mem 
(GB) Cost*

g2.2xlarge 1 8 15 $0.65/hr
g2.8xlarge 4 32 60 $2.60/hr

EC2 Instance Types

*The cost information contained in this document is of a budgetary and 
planning nature and is intended for informational purposes only. It does not 
constitute a commitment on the part of JPL and/or Caltech.



Worker Lifecycle

Worker Node

1) Pull code from git
2) Pull source data
3) Run pipeline
4) Push to OnSight S3
5) Notify Build Manager

Mission Data 
System

OnSight
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Workers – Lessons Learned

•Prefer keeping data and code outside of 
snapshot

•GPU on cloud machines is troublesome



Bonus – Spot Instances

• 7x cheaper!
• $0.10/hr*
• Used for non-critical work

*The cost information contained in this document is of a budgetary 
and planning nature and is intended for informational purposes only. It 
does not constitute a commitment on the part of JPL and/or Caltech.
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Data Storage & Distribution

•S3 – reliable storage
•CloudFront – distribution network
•Secured via signed cookies

CloudFront
Distributions

OnSight
S3 Bucket



Deployment



Ansible Overview

• IT Automation Tool
• Software Deployment & Configuration
• Infrastructure Management (including cloud)

• Similar tools: Chef, Puppet, Salt



Ansible Playbooks

- name: Create jenkins user
sudo: yes
user: name=jenkins



Ansible Playbooks

- name: ensure directories 
permissions
sudo: yes
file: path ~/.ssh

owner=jenkins mode=0700 
state=directory



Ansible Playbooks

- name: copy template
sudo: yes
template: 

src=jenkins.conf.j2 
dest=/etc/default/jenkins
backup=yes mode=0644
notify:
- restart jenkins



Deploying with Ansible

1) Create EC2 instance

2) ansible-playbook -i production deploy.yml \
--extra-vars "env=production" \
--vault-password-file VAULT_FILE 



Ansible

•Used to configure all Linux servers
•Not yet using for Windows
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Future work

•(More) auto-scaling & management
•Use Ansible to manage worker AMIs
•Split pipeline into smaller services



Thank you!

Darren Dao

OnSight team
Jeff Norris
Jay Torres
Alex Menzies
Jesse Kriss

Paul Wolgast
Microsoft SOTA studio

Tom Crockett
Charley Goddard
Mark Powell
Alice Winter
Matt Clausen
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