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We have developed an architecture called MUSE (Multi-User Scheduling Environment) to 
enable the integration of multi-objective evolutionary algorithms with existing domain planning 
and scheduling tools. Our approach is intended to make it possible to re-use existing software, 
while obtaining the advantages of multi-objective optimization algorithms. This approach en-
ables multiple participants to actively engage in the optimization process, each representing one 
or more objectives in the optimization problem. As initial applications, we apply our approach 
to scheduling the James Webb Space Telescope, where three objectives are modeled: minimiz-
ing wasted time, minimizing the number of observations that miss their last planning oppor-
tunity in a year, and minimizing the (vector) build up of angular momentum that would necessi-
tate the use of mission critical propellant to dump the momentum. As a second application area, 
we model aspects of the Cassini science planning process, including the trade-off between col-
lecting data (subject to onboard recorder capacity) and transmitting saved data to Earth. A 
third mission application is that of scheduling the Cluster 4-spacecraft constellation plasma ex-
periment. In this paper we describe our overall architecture and our adaptations for these dif-
ferent application domains. We also describe our plans for applying this approach to other sci-
ence mission planning and scheduling problems in the future. 

I. Introduction 
Multi-objective scheduling is an approach to optimized scheduling that offers a number of advantages over the more 

conventional single-objective approach1, 2. By keeping objectives separate instead of combined, more information is 
explicitly available to the end user or to the scheduling software system for comprehending and deciding on trade-offs 
among competing objectives. Multi-objective algorithms produce a set of solutions, called a Pareto surface (aka trade-
off space), where no solution is strictly dominated by another solution for all objectives. Particularly when objectives 
cannot be cast onto commensurate scales, visibility into the Pareto trade-off space can be extremely valuable. Algo-
rithms for solving multi-objective problems have been developed that are effective in building up populations of candi-
date schedules that approximate the Pareto frontier with uniform sampling. However, adapting a multi-objective sched-
uling approach to an operational setting is faced with at least two significant additional challenges:  
• the often high dimensionality of the objective space can be difficult to convey to users using conventional graphical 

user interfaces: this makes it difficult to see overall patterns and trade-offs, or to see the effects of limiting objective 
or constraint value ranges 

• the nature of many multi-objective scheduling problems requires multiple users to be heavily involved, each such 
user contributing one or more objectives that reflect their interest in the outcome of the scheduling process: thus 
there is a tightly integrated multi-user aspect that must be considered 

We apply a multi-objective scheduling approach to several space science missions that amply exemplify these chal-
lenges: the James Webb Space Telescope (JWST), scheduled for launch in 2013, the Cassini mission to Saturn, cur-
rently in its first extended mission, and the Cluster 4-spacecraft Wideband Data (WBD) plasma experiment. In this pa-
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in the schedule that are competing for the same antennas that Cluster can use. The red histograms on the left show the 
overall distribution of objective values. The blue histogram subset is selected interactively as a range on one of the 
charts, whereupon the corresponding points in the other objective histograms are also colored blue. In this case, the ex-
treme maximum range of collision avoidance has been selected (uppermost histogram), which “brushes” the other his-
tograms coloring the same points (and highlighting them in the X-Y plot as well). The anticorrelation of collision 
avoidance and multi-spacecraft time is clearly visible. 

V. Conclusions 
We have described the MUSE Multi-User Scheduling Environment as an architecture for multi-user multi-objective 

scheduling. This problem is common to many space science missions and scientific facilities. To elaborate the neces-
sary features and implementation trade-offs, we have adapted this architecture to three different domains: JWST sched-
uling, Cassini science planning, and Cluster WBD opportunity scheduling. While these adaptations are by no means 
complete, they have shown the significant promise of our approach, and generated interest on the part of operations 
teams for these missions as of potential assistance. 

Future plans include the adaptation of MUSE to additional missions to both validate our overall approach, and to 
provide a framework for broader use. We are also actively exploring other visualization approaches that can be used for 
higher dimension objective spaces. The combination of improved schedule comprehension and visibility, along with 
collaborative schedule development, offers the potential for a significant advance in scheduling support for future mis-
sions. 
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