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azimuth and elevation angles are the states of the gimbaled payload and are the states to be tracked and stabilized 
upon in the model used in this study. They define the line-of-sight (LOS). The spacecraft is acted upon by a set of 
disturbances, and the representative disturbances used in this study are due to a set of three reaction wheel actuators. 
These actuators stabilize the spacecraft with respect to inertial space. The gimbal moves the telescope (payload) with 
respect to the spacecraft (base body) so as to track the LOS. In reality, there is an optical bench with components 
such as fine steering and scanning mirrors which track and stabilize the LOS at high bandwidths, but in this study 
we ignore this level of detail and assume that what is being pointed is a two-state system (in azimuth and elevation) 
being pointed with respect to a reference direction (LOS), assumed to be the origin of the image plane (zero-
reference). 
 

Regarding the degree of accuracy required by the pointing system, we can make the following considerations. 
Assuming for example the case of a hypothetical mission carrying an optical communication payload with an 
aperture a 20cm, if the downlink wavelength is 1550 nm, the related diffraction limited beam width (according to 
the approximation λ/D, is of the order of 7.5 micro-rad. The resulting pointing error of the downlink beam must be a 
fraction of the beam width, which is of the order of submicro-radian. 

 
The approach under investigation includes the preliminary modeling of the disturbances caused by orbital 

dynamics and sensor (star tracker noise, gyro drift and random walk) and actuator (reaction wheel noise, thruster 
noise and quantization) noise. Solutions will be proposed for disturbance rejection of these noise sources to achieve 
a desired centroiding accuracy/stability compatible with deep space missions including optical communication 
scenarios with pointing accuracies in the micro-radian level or less. 
 
Summarizing, the assumptions of the simulation model used in this study are the following: 

• Small spacecraft angles considered (no platform translation dynamics for now) 
• Disturbances modeled: base body noise, reaction wheels, gyro noise, no thruster firings 
• Representative LOS control: 100 Hz BW, 1000 Hz sampling rate 
• Errors due to thermal, orbital ephemeris, and GPS are zero for now 
• Target in simulation is assumed to be inertially-fixed 
• Gimbaled payload is represented by an equivalent rigid body moving in azimuth and elevation (tip/tilt) to 

track the centroid of the Earth’s image 
• Spectral separation invoked between inner loop and outer loop, which 

assumes that an ideal dynamic isolation stage has achieved this 
decoupling. 

• No consideration of point-ahead angle, or payload steering. 
• No consideration of thermal management issues for the detector. 
• Earth’s emission in the LWIR range and telescope aperture 20 cm. 

 

III. Detection of Earth Image and Centroiding Algorithm 
 

In the proposed simulation and in real applications as well, the tasks to perform are 
the following ones: 

1) The image of the Earth is acquired by the detector array on the focal 
plane.  

2) An algorithm derives the centroiding of position of the Earth in the 
focal plane. 

3) The Earth's centroiding at the focal plane are transformed in angular 
position of the Earth respect to the axis of the telescope (azimuth and elevation 
angle) and sent to the spacecraft control system 

4)  The control system of the spacecraft once acquired the information of 
the position of the Earth moves gradually the telescope axis to align it with Earth 
(e.g. the Earth must be at the center of the focal plane of the telescope). 

5) The control system of the spacecraft stabilize the Earth position and filter out mechanical noise and 
sensor noise (Line of Sight Stabilization). 

Figure 4. Initial algorithm to 
capture the image of Earth in a 
low resolution pixel array. 
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The first task to accomplish is the detection of the Earth's image by the detector array (sensitive in the 
LWIR range) located at the focal plane of the optical system and then the application of an algorithm able locate the 
position of the Earth center in the focal plane array. To do so, in this work, it was considered to implement a flexible 
software program able to ingest input values in such a way that can be easily varied when a parametric simulation is 
required. The simulation described here can be divided in two steps, first image detection and acquisition on the 
pixel array of the Earth image and then Earth centroiding. All the algorithms for the simulation proposed are 
implemented using MATLAB programming language [3]. 
 

A. Simulation of Earth Detection and Acquisition 
The purpose of the detection and centroiding algorithm is to 1) detect the image of the Earth images in the 

focal plane, 2) transmit the position of the detected Earth in the focal plane, or the centroiding  {xo, yo} describing 
the position of the center of Earth, to the LOS system. To do so, the simulation first creates an images at the 
pixellated focal plane of the system, then counts the distribution of the photoelectrons in the image plane, finally 
applies a centroiding algorithm to derive the Earth position {xo, yo} in the focal plane. It must be taken into account 
that a number of disturbances affects the accuracy of the centroiding calculation, including the sensor noise, the 
pixellation of the image, background and stray light radiation etc. A centroiding algorithm must be able to mitigate 
the effects of the noise and therefore to reduce the centroiding errors associated to the calculation. 

As discussed in the Introduction, the Earth image in the LWIR spectrum appears generally uniform, 
therefore it was considered, as a first approach, to simulate the Earth as a uniform disc that is radiating at given 
spectral radiance (dimensionally, in W/cm2/sr/µm).  

The aperture of the optical system determines, along with the system field of view and the system spectral 
bandwidth, the Earth signal (photon flux) captured. In our case, to keep the system aperture comparable in size to 
other systems that have been considered for other deep space missions, an initial assessment of an optical system 
with aperture of 20 cm of diameter with focal length of 300 cm. Once the system aperture and f-number is selected, 
it is relatively simple to calculate the size of the Earth disc at the focal plane. Diffraction effects are also included to 
properly render the Earth image on the focal plane. 

Great care must be taken when imaging the Earth disc on a detector array. Usually, a detector array can 
have pixel pitch that varies form few to tens of microns. It will be erroneous, therefore, in a simulation to try to 
'directly' capture the image of Earth at this resolution. In fact, if one wants to resolve via software the signal from 
Earth using such pixel pitch, a large round-off error can be created that in first instance affects the centroiding 
calculation. To capture correctly the Earth image by a 'coarse' detector array, a different simulation approach was 
used, as described in Fig. 4. In our simulation approach, first the image of Earth is created at the center of  an 
hypothetical focal plane using a pixel array having (high) resolution much larger than the actual array used in the 
focal plane (e.g. 100 times), having the all other conditions of the optical system left the same. The initial Earth 
image is positioned at the center. Each pixel of this high-resolution array has same quantum efficiency of the actual 
low resolution array and the exposure time of the image is the same of that one required by the system. During the 
given exposure time, each pixel of the high definition image captures a number of photoelectrons. The total number 
of photoelectrons is the strength of the Earth signal.  After this stage to complete the physical rendering of the 
image, the Earth image experiences the blurring effect due to diffraction and the image will be increased in size 
(with the same total photoelectron count), as shown in Figure 4. Then the image is shifted in the focal plane, with 
centroiding {xo, yo}. In this way we obtain the image of the Earth at higher resolution located in the actual position 
in the detector array. After this phase, the content of the high-resolution pixel array can be transformed via software 
in an image (at lower resolution) corresponding the actual detector array. Again the total photoelectron count of the 
Earth in this image of low resolution (higher pixel pitch) is the same of the initial high-resolution image. 
 

B. Earth Centroiding Algorithm 
 

Once the Earth’s image is defined on the actual pixel array, the determination of centroids of the Earth's 
image can start as illustrated Fig. 5. However, before to proceed with the actual centroiding algorithm, sensor noise 
must be added as a possible photoelectron background count to each pixel. The origin of this added noise can be 
twofold. First, stray-light due to the proximity of the telescope to the Sun can generate, because of contamination 
scattering and mirror roughness, an additional background radiation at the focal plane. Next, the thermal infrared 
emission of the optical elements (at temperature different from zero Kelvin) in the optical path may add up in the 
focal plane [2]. At the moment we have not considered a detailed analysis of the background behavior. Instead we 
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prefer to add the background count directly in the simulation and vary it parametrically. After this stage, the 
photoelectron count of each pixel is randomized according to the Poisson statistics including the random electron 
dark count that is added to each pixel. In this fashion, one obtains the final Earth’s image plus noise in the focal 
plane array. Next the noisy image is digitized, or in other words the count of each pixel is digitized according to the 
number of digits of resolution of the analog-to-digital converter. The image that is now obtained is still affected by 
noise. In practice, the image in the focal plane is composed by the Earth's signal (plus noise) captured by a subset (or 
a sub-window) of pixels (e.g. NxN) and the rest of the pixels of the detector array containing the noise count only.  

To effectively calculate the Earth’s centroids in the image plane it was developed the following method.  It 
was first located the Earth's sub-window of size NxN containing the Earth image located in (all) detector array of 
size MxM>NxN. To do so, we scan all the focal plane array using a sub-window of size of the order of the Earth 
disc. The sub-window with the largest photoelectron count contain the image of the Earth. The centroids of this sub-
window is indicated as {x',y'}. Next, we calculate the centroiding of the Earth within the sub-window of interest. To 
have a correct calculation of the centroiding, we need to reduce the contribution of the overall background from the 
Earth' sub-window. To do so, we first estimate the an average pixel count (noise threshold) corresponding to the 
average pixel background count and then we subtract that noise threshold from each pixel in the Earth's sub-
window.  In the algorithm used, the pixel noise threshold is defined as the average count of the overall pixel array.  
Once we subtract the noise threshold from each pixel of the Earth's sub-window,  one can perform the calculation of 
the Earth’s centroids in the sub-window itself. To calculate the Earth's centroids in the Earth's sub-window 
containing NxN pixels we apply the center of mass relationship given by  
 

           (1) 

 

 
 
Figure 5. General sequence describing the centroiding algorithm. The dashed box includes only steps 
performed using the actual size detector array. 

 
 
where x and y are the centroiding coordinates of the Earth within the Earth's sub-window, i and j are the indexes of 
the x and y axis, cij is the count of the ij pixel in the Earth's sub-window. If the Earth' sub-window centroidings are 
{x,y}, the Earth centrodings will be then { xc = x + x', yc= y + y'} that differ from the 'true' coordinate {xo,yo}, with 
centroid error {εx = xo - xc , εy = yo - xc }. The causes of possible centroid error can be several, including the Poisson 
noise of photodetection, the rendering of the Earth image in a 'coarse' pixel detector array, the effects of noise 
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background and dark count, and rounding due to analog to digital conversion.  Also, to the spatial centroiding 
correspond the angles {αx , αy} in elevation and azimuth that describe the offset of the optical system (telescope) 
from the Earth position in space defined as αx=xc/F, αy=yc/F, where F is the optical system focal length.  
 

C. Input Parameters for the Earth acquisition and Centroiding algorithm. 
 

The input parameters needed for the algorithm describing the Earth 
acquisition and centroiding calculation are presented in Table 1. These inputs 
parameters are defined as static because they cannot change during the 
(iterative) execution of the simulation. Discussion of the meaning of these 
input variables follows. 

The strength of the signal from Earth’s spectral radiance depends on the 
wavelength  (Fig. 1) and the system optical bandwidth, rows 1, 12 and 13. The 
range (row 2 in the table) is the distance between Earth and spacecraft, the Earth 
FOV at the spacecraft decreases with the range. At the same time, the size of the 
image of the Earth on the focal plane decreases in size as the range increases. 
Inputs from row 3 to 5 in Table 1 briefly describe the optical system. The optical 
loss in the table (row 5) is the power loss that the Earth signal experiences in the 
path between the primary mirror of the telescope to the focal plane. Inputs from 
row 6 to 14 instead, describe the detector array performance parameters. We 
assume that the pixel quantum efficiency is uniform over the array. The central 
wavelength and the bandwidth define the spectral region where the Earth 
radiance is collected by the system. The bandwidth can be determined both by 
the detector spectral response and/or by an optical filter located in the optical 
path. The pixel saturation count is the pixel well depth. An analog-to-digital 
converter translates the pixel count in a integer number in the interval {0, 2b-1}, 
where b it the bit resolution of the system  (row 14).  Regarding the issue of the 
technological availability of detector array in the thermal infrared, there are two 
main technological solutions available: quantum well infrared photodetector(s) 
(QWIP) [4] and Mercury Cadmium Telluride (HgCdTe) based photodetectors 
[5]. Initial runs of the simulation used basically data from QWIP detectors arrays 
found in the literature. Numbers in Table 1, therefore, refer to a QWIP sensor. 
However, future work will require a more accurate analysis to understand the 
characteristics of detector arrays in LWIR used in space programs, and most 
recent advances and characteristics of available detectors in LWIR spectrum. 
 

IV. Line-of-sight Dynamic Model and Stabilization 
 

In the following, we describe the dynamic model, the base body control, and the line-of-sight control used 
in the simulation. At each simulation step (the simulation update rate is 100 Hz), the simulation flow follows this 
sequence: 
- Generates spacecraft (S/C) and gimbaled camera dynamic model, 
- Generates S/C disturbances, 
- Stabilizes S/C (base body) dynamics via PID control loop at 0.01 Hz, 
- Computes S/C closed loop dynamics response. 
- Applies SC response as disturbance to two-axis gimbaled payload (states= azimuth, elevation). 
- Propagates the azimuth and elevation states of the camera dynamics 
- Adds the sensor noise model to the computed azimuth and elevation states, based on the detector models and 
centroiding algorithm described above, 
- Stabilizes line-of-sight via PID control at 100 Hz. 
- goes to the next step. 
This is summarized in Figure 6. 
 

Table 1. Example of Static Input of 
Earth Acquisition and Centroiding 

Algorithm for QWIP detector. 
. 
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Figure 7. Dynamics model (left) and modal spectrum used for simulation (right). 

 
where uk is the actuator input, wk is a disturbance input, and v is sensor noise, representative of the spacecraft gyro 
noise. Bw defines how the disturbances are input into the system, Bu defines how the actuator commands are input to 
the system, Cy relates the sensor outputs to the states,  z are the performance outputs, Cz relates the performance 
outputs to the states, Dy relates the performance outputs to the control inputs, and y are the sensor outputs. The 
inputs and outputs of the model are defined based on the desired disturbances, performance outputs, and control 
systems. The nodal displacements, which are readily available using the FEM and mode shapes and we obtain: 
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It is assumed, as a default, that the modal damping is 0.001 uniformly for all modes, i.e., the structural damping is 
0.1 % of critical, which is a typical assumption, at least for the lowest order modes . It is straightforward to modify 
the A matrix at a later time to change the damping, even on a mode-by-mode basis. This is done in many of the 
parametric studies performed using the integrated model. 

If instead we assume that the base body is a rigid body, the state space model describing the dynamic of the 
system, stabilized by a proportional-derivative-integral (PID) controller is 
 

            (7) 

 
where the state x is given by x = (q, !q) , with q=spacecraft attitude angles, y is the measurement used for feedback, 
u is the control input, Kp, Kv, and Ki are the PID control gains and J the spacecraft inertia. Consistent with the MRO 
data used below, the vehicle mass properties are as follows: Mass = 1271.88  kg, center of mass location in body 
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frame is r=(-0.024551,-1.251734,0.063671) m, moment of inertia matrix about the center of mass in body frame 
components is J =[ 2701.4   142.5    19.9;142.5  2640.6   -80.1; 19.9   -80.1  3967.2 ] kg m2 . 
 

E. Basebody Stabilization 
 

The simulation involves an inner loop and an outer loop (see Figure 8). The objective of the outer loop is to 
stabilize the vehicle dynamics at low frequency. In Figure 8, the attitude error is first compensated at low frequency 
in the S/C attitude controller block. The objective of the base body stabilization control loop is to point the S/C at 
0.01 Hz closed-loop bandwidth to achieve a micron-level pointing accuracy. In Figure 8, the transfer function  

 

Hc (s) =  s3

s3 + 0.08796s2 + 0.003948s + 4.5e ! 5  
(8)

 

 
models the base body controller at 0.01 Hz with 0.7 
damping factor. The transfer function  
 

N (s) = s
s +12.57     (9)

 

 
models a representative gyro + star tracker noise with an undamped pole at 2 Hz. The control commands are then 
applied to the plant, which represents a linear state space model of the S/C dynamics, before being filtered by the 
sensor filter (gyro noise model).  
 

F. Line-of-sight Stabilization 
 
The objective of the inner loop is to do line-of-sight stabilization at high frequency. After the outer loop has 

stabilized the base body, the azimuth and elevation of the image figure are computed, and then sent to the model of 
the LWIR sensor, which returns a noisy version of these signals. These signals are then compared to the reference 
signal (zero) and used in a feedback loop which computes the corrective commands to return the (az,el) state back to 
the origin of the image plane.  

The camera state space model describing the dynamic of the system is 
 

!xp = Ap !xp + Bpup + Bwwp
yp =Cpxp + Dpup + vp            (10) 

 
where the (payload) camera state xp=(θ,!), with  θ=(azimuth angle, elevation angle), y is the measurement used for 
feedback, up is the control input and vp is the sensor noise, described in Section III. The centroidal moments of 
inertia in azimuth and elevation are assumed to be equal to 2.0 kg m2. 

The disturbance wc is considered to be the residual disturbance acting on the base body after base body 
stabilization. Furthermore, this disturbance is filtered by the dynamic isolation filter, described below.  

The problem of line-of-sight stabilization can now be cast as an optimal control problem. A representative 
continuous time cost function can be expressed by Jk = !k

TQk!k +uk
TRkuk{ }[0,!)" dt  where εk is the k-component of the 

error,  Qk is the weighting matrix associated with the error states to be defined, uk are the control forces, applied to 
the azimuth and elevation channels that drive the error states along the three axes of motion, and Rk are appropriate 
input weighting matrices to be determined. The entries of the positive definite matrix Qk are scaling factors that 
penalize error state deviations from zero to within specified requirements. For simplicity, these matrices can be 
chosen to be Qk=[6.5 0;0 1e-6] and Rk=5e-7, for both azimuth and elevation, hence the error in position is penalized 
the most. Further, let the desired azimuth and elevation trajectories ad, ed. We can then write that the error along 
azimuth is ea=a-ad. The continuous-time optimal control laws for the a-axis is given by ua=-Ra

-1Ba
TPaea, where Pa are 

Figure 8. Basebody stabilization loop. 
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              (12) 
  

H. MRO Disturbances 
As a more realistic source of disturbances, data from two phases of the MRO mission are used in this paper. This 

mission may serve as a useful proxy for future missions that might require high pointing accuracy payload such as 
an optical communications transceiver. To evaluate this motion actual ACS related flight data from the MRO 
spacecraft is used. These data were provided by Lockheed Martin of Boulder CO., designers of the MRO ACS, and 
reported in [8]. Numerous events during a given MRO orbit cause large pointing errors. These events include solar 
array gimbal changes, HGA gimbal changes, zero crossings of the reaction wheels, wheel desaturations, fuel slosh 
modes, and flexible appendage motion. The attitude control error signal was available at 5 Hz for both orbital data 
sets.  Figure 10  shows time series of attitude control errors during successive orbit of Mars, and Table 2 summarizes 
the root mean squared pointing jitter during two representative orbits. These data were used to drive the base body 
disturbances in the simulations. 

 

 
Figure 10. (a) MRO spacecraft RMS pointing jitter for cruise and orbit case.(b) Time series of attitude control 
errors during successive orbits of Mars. 

 
Table 2. MRO Spacecraft RMS pointing jitter for cruise and orbit cases. 

 
 

VI. Dynamic Isolation 
At this time, the isolator is simply modeled as a 2nd order low pass filter along each one of the base body axes. 

Such a model is adequate for frequency-domain analysis, although for the simulation it is still useful to validate the 
results of the linear analysis. A more realistic model would account for mechanical cross-coupling between the 6 
degrees-of-freedom. A transfer function for this simple filter model is of the form of a second order filter given by  
G(s) =!0

2 / (s2 + 2"0!0 +!0
2 ) . The parameters ω0 and ξ0 define the characteristics of this filter; ω0 is the natural 

frequency, and ξ0is the damping. Devices employed in this application may be classified as passive (mechanical 
spring/damper), hybrid (passive plus electromechanical servo), or active (magnetic suspension). Reasonable 
assumptions for natural frequency and damping of the filter depend on the device type assumed. Passive devices will 
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exhibit lower damping, typically less than 5-10%, and natural frequencies generally 5 Hz or greater. Hybrid and 
active devices may be tuned to achieve higher damping, perhaps as high as 50%, and lower natural frequencies, 
perhaps as low as 0.1 Hz. However, sensor noise and actuator non-linearities will combine to limit performance of 
these devices.  

Figure 11 shows the effect of changing the isolator corner frequency on the MRO power spectrum. Clearly, a 
0.01 Hz corner frequency is more effective, but also it represents an isolation system that it is very difficult to 
realize. As a compromise, a corner frequency of 0.1 Hz was used in the simulations, which results in approx. one 
decade of attenuation above 0.1 Hz.  

 

 
 

Figure 11. Effect of isolator corner frequency on MRO disturbance spectrum. 

 

VII. Simulation Results and Discussion 
 

Different sets of numerical experiments were done.  In the first set of numerical experiments, only the reaction 
wheels were used as disturbances. The optical system static input were those indicated in Table 3. In this case, the 
initial condition in azimuth is 30 micro-rad, and in elevation 20 micro-rad. Figure 12 shows the system response 
before (left) and after (right) the LOS stabilization loop is closed, when the driving disturbance is noisy actuation by 
the reaction wheels. In this case, the LOS controller is not optimal, and there is no isolator stage, hence the dramatic 
difference. These figures indicate that, even in this case, the feedback loop achieves good steady state performance 
to within a few micro-radians in steady state after a brief transient, hence line-of-sight stabilization is achieved 
quickly. Figure 13 shows the comparison between the measured azimuth and elevation for a dark count of 4e5 Kilo-
count/s (left) and 4e6 Kilo-count/s (right), indicating that a smaller dark count number affects the performance 
positively. 

In the second set, the MRO data was used to synthesize a disturbance profile. In this case, the initial condition in 
azimuth is 700 micro-rad, and in elevation -700 micro-rad. A non-optimal proportional-derivative controller was 
implemented that would drive the system error to zero. Additional filtering of the incoming disturbances through an 
active isolation stage was required to further improve the steady state performance to sub-micron levels. In Figure 
14, a long term simulation is carried out (10 seconds), the isolator is added, and the control errors (desired minus 
simulated) are observed to go to zero exponentially at steady state, as expected, while the feedback correction 
signals remain bounded, also as expected. The LOS stabilization feedback is turned on at the 1 second mark. The 
resulting (az,el) response at  steady state once feedback loop is closed remains below 0.5 micro-radian, as shown in 
Fig. 15. These simulations were carried out with a representative QWIP detector, described above. 

 
 





 
American Institute of Aeronautics and Astronautics 

 
 

14 

 
Figure 15. System response with QWIP detector in azimuth and elevation (left), and close-up (right). 

 
In the third set, a comparison was made between the performance of a QWIP detector model and a HgCdTe 

detector model. The static parameters of these models is shown in Table 3. Again the MRO data was used in 
conjunction with the optimal controller, and the isolation stage, and the initial condition in azimuth was 300 micro-
rad, and in elevation -100 micro-rad. Figure 16 shows the system response, indicating that a 0.2 micro-radian 
pointing accuracy is achieved with the QWIP detector model, while a 0.5 micro-radian accuracy is achieved with the 
HgCdTe detector model. 

 

Figure 16. Close-up of response using QWIP detector model (left) and HgDcTe detector model (right). 
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Table 3. Representative static parameters for QWIP and HgCdTe detector models used in numerical 
experiments. 

 
 

VIII. Conclusions 
 

 The objective of this study was to investigate the potential of using the bright and near-uniform Earth thermal 
infrared (or long wavelength infrared, LWIR) signature as a stable reference for accurate (µrad or less) inertial 
pointing and tracking of a telescope on a spacecraft including the determination of the fundamental limits of 
applicability of the proposed method for space missions. A comparison of the performance of QWIP (lower 
quantum efficiency, smaller spectral bandwidth, smaller dark count) and HgCdTe (higher quantum efficiency, larger 
spectral bandwidth, and lager dark count) using data from actual space qualified components was also carried out. In 
conclusion, preliminary results involving the effect of the sensor performance on the line-of-sight system 
stabilization have been described, and demonstrated that sub-microradian pointing accuracy is feasible. 

Future work will involve the development of an integrated flight dynamics and control performance 
(Payload+Bus) engineering analyses and closed-loop simulations that provide system-level performance predictions 
for LOS Pointing Knowledge, Control, Stability, and Orbit Maneuvering. Analyses and simulations would verify 
pointing error budget allocations and determine pointing error margins with respect to current requirements. Some 
of the functions that have not been included in the present simulation are a state estimator, and a realistic model of 
the reference LOS to be tracked based on existing ephemerides.  A more appropriate approach for LOS pointing and 
stabilization would also include: a) an outer stage Earth LOS sight tracking control loop at low frequency (milli-Hz), 
with an estimator (Kalman filter) that estimates LOS from ephemerides and navigation filter input, and a feedback 
controller on the S/C plant using reaction wheels for fine pointing; b) a medium stage LWIR image 
tracking/centroiding loop which, given estimated LOS and LWIR image on focal plane, estimates centroid offset; c) 
an inner stage LOS stabilization loop of centroid about LOS reference for disturbance rejection, which includes an 
estimator (Kalman filter) that takes  centroid offset measurement and LOS and feeds back error to optical bench 
actuator, such as a fine steering mirror. Furthermore, more realistic actuator and sensor quantization and 
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nonlinearities should be included. Additionally, a realistic approach would also make use of a realistic dynamic 
isolation stage to effectively decouple the spacecraft motions from the optical bench motions. A model of the 
isolation system that effectively decouples the inner and outer loop needs to be developed. There are two methods to 
accomplish this goal: a) passive isolation, which reduces the mechanical coupling between S/C and platform, 
typically achieved by attaching the platform to the S/C using elastomeric mounts, and b) active cancellation, which 
applies feedback corrections to cancel pointing errors by adjust steering mirrors on the platform or applying 
corrective forces to the platform. While in the paper a simple dynamic isolator was considered, a goal of sub-micro 
radian LOS stabilization will likely require a combination or active and passive isolation, depending of the 
characterization of the disturbance environment. A parametric evaluation of the impact of the telescope size, focal 
length pixellation of the array for the better resolution/acquisition of the Earth image on the detector array, and 
inclusion of the background derived from the emission of the optical elements in the optical path and from 
contamination/mirror roughness induced stray light, should also be carried out. Finally, more realistic images of 
Earth (not longer as uniform disc) could leverage data from the Atmospheric Infrared Sounder (AIRS) mission, see 
Refs. [2] and [6]. 
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