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Current developments in immersive environments for mission planning include several tools which make

up a system for performing and rehearsing missions.  This system, known as the Rover

Sequencing and Visualization Program (RSVP), includes tools for planning long range sorties for

highly autonomous rovers, tools for planning operations with robotic arms, and advanced tools

for visualizing telemetry from remote spacecraft and landers.  One of the keys to successful

planning of rover activities is knowing what the rover has accomplished to date and

understanding the current rover state.  RSVP builds on the lessons learned and the heritage of

the Mars Pathfinder mission [1][2]. This paper will discuss the tools and methodologies present

in the RSVP suite for examining rover state, reviewing previous activities, visually comparing

telemetered results to rehearsed results, and reviewing science and engineering imagery. In

addition we will present how this tool suite was used on the Mars Exploration Rovers (MER)

project to explore the surface of Mars.

Traditional telemetry viewing software focuses solely on text based displays. These displays can often

overwhelm the user with data overload and making it difficult to see which data is important and

which is not. Text based display of data works well when you only need to see a limited number

of values and are good for showing values with high numeric precision but are inferior when you

need to visualize data spatially or temporally. One of the keys to successful space operations is

timely and intuitive feedback on how your spacecraft is performing. RSVP provides this feedback

Montreal, Canada – May 17 – 21 2004 1 of 9



   SpaceOps 2004 - Conference 

visually to operators via multiple immersive views into the telemetry data. The key modalities

RSVP provides for visualizing telemetry actuals and simulated predictions are: stereo imagery

viewed with 3D shuttered goggles, dynamic flyover of terrain models showing the interaction of

rovers with that terrain, and time synchronized graphic plots of engineering data. These data

displays allow an interactive view into spacecraft telemetry that at the same time complements

the traditional text based presentation and also allows the operator to understand what is going

with the spacecraft much more intuitively.

In RSVP, both actual spacecraft telemetry and sequence simulations are capture in an XML format

called RKSML (Rover Kinematic State Markup Language). This file specification encapsulates

engineering data, in an easy to parse format and includes values for all of the MER Rover’s

kinematic joint motion, as well as other values such as sensed vehicle temperature, motor

currents and voltages etc. This file is created either externally every Sol (Martian day) from

downlinked telemetry from the rovers or created internally from within RSVP with values resulting

from very accurate simulations of the rover’s predicted motions. The actual telemetry containing

engineering values of  rover state are captured at various rates depending on whether the

operators are trying to analyze a spacecraft anomaly or just monitoring nominal health and

status values at a lower rate captured onboard. RSVP has the facility to interpolate in between

data of various rates to smooth out for presentation, or predict values for where none was taken.

The internally generated predictions of rover state result from a tight coupling between the

rover’s onboard flight software and the RSVP simulation engine. Early collaboration between

developers of RSVP code and the flight systems code enabled this synergy to provide

simulations from within RSVP that very closely match the rover’s actual motions during the

mission. This facility has proven instrumental in creating and sending command sequences that

are proven to be safe for the vehicle to execute. Of particular value during the mission, RSVP’s

simulations of performance of its robotic arm called the IDD (Instrument Deployment Device) has

enabled operators to command complex maneuvers with many hundreds of motions with

requirements of sub millimeter position accuracy from over a hundred million miles away. On

MER, the only way of knowing if your IDD sequence will not inadvertently command it to hit the

ground, and very easily result in permanent damage to the vehicle, is to simulate this within

RSVP.  Visualizing the results of these predictions is very important and  RSVP provides a VCR

like control interface into the RKSML state history and allows the operator to playback the rover

motion at any times normal speed or nonlinearly to any point in time valid for the data. Rover

motion can be studied in the ImageView window in stereo, in the main RSVP-HyperDrive Flying

Camera window interacting with the Martian terrain model, and via graphic plots of data versus

time. Each visualization modality has advantages depending on what needs to be assessed at

the time. 
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The Image View window’s stereo viewing capability provides an immersive sense of presence to the

operator [fig. 1]. This view into the data is based on earlier work done by the author at JPL on

Computer Aided Remote Driving as implemented in the Rover Control Workstation software

used to drive the Mars Pathfinder rover Sojouner [3][1]. It relies on the presence of stereo

cameras on the rover and on having thoroughly calibrated those cameras. A computer camera

model of each MER camera stereo pair was generated on the ground before launch and is used

to warp the raw images coming from Mars into epi-polar aligned, linearized images for

presentation in the ImageView window. This image transformation allows the operator to much

more easily see the images in stereo using commercial liquid crystal based shuttered goggles

and allows RSVP to overlay the images with graphics representing the rover position and

articulations over time. This 3D overlay is also in stereo and provides an augmented reality

display of the rover interacting with the image displayed terrain and also can show 3D icons of

sequenced rover commands for rapid visual assimilation by the operator.

Figure 1.  ImageView window showing 3D rover model overlayed onto stereo image from a MER Spirit Navcam

image.

The HyperDrive Flying Camera view allows the operator to interactively change the point of view over the

3D terrain model and rover playback [fig. 2]. This allows assessment of geometric feasibility of
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desired rover motion and can assure rover safety in hazardous terrain. The key benefit of this

data presentation modality is the ability of the operator to change the viewing angle to any

desired pose and this allows them to zoom out and up for a birds eye view of the scene or to

zoom way in and spin around looking at the rover from any angle needed to asses feasibility of

the commanded rover motion. Will the rover be able to maneuver between those two rocks? Will

the IDD accidentally scrape the recently dug trench with the Microsopic Imager at the end of the

arm? These questions are quickly and intuitively answered using interactive manipulations of

viewing angle and rover articulation in the HyperDrive Flying Camera view [fig. 3].

Figure 2.  HyperDrive Flying Camera view showing predicted MER Spirit rover motion egressing off the
lander
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Figure 3.  Planning placement of the Microscopic Imager (MI) using the
flying camera view and the resulting image

A third view into the predicted or actual telemetry data is a time synchronized graphical plot [fig 4]. This

view shows any number of telemetry channel data plots versus time and shows the value of each with a

traveling green line that is changed by the operator when the telemetry playback control is moved back

and forth over time. This view into the data is synchronized with the rover 3D model position and

articulation in the other two windows just discussed. This allows engineers to look for data signatures

that signify rover anomalies and to look for trends that would foretell of spacecraft failures. Performing

these analyses interactively and comparing actual rover performance with prediction from the previous

Sol are crucial to being able to effectively command a complex robotic vehicle on Mars every Sol. The

primary goal of the immersive analysis tools in RSVP is to provide the mission planners with the best

possible understanding of the rover's state. To support this activity, these tools may be used, either

separately or in concert.  For reviewing state and histories of telemetered values, a graphical tool for

plotting state values versus time is available with a variety of simple pan, zoom, and query methods

implemented.  This may be combined with the immersive visualization environment and a VCR-like

control [fig 5] to animate a rover model in response to the telemetry data available.  This tool can

animate multiple models simultaneously, allowing visual comparison of telemetered results to the results

of rehearsals performed during the sequence planning phase. Understanding how well the rover’s

behavior conforms to the predictions is crucial in safely planning future activities. 
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Figure 4. Telemetry view showing rover position and orientation channel engineering values over time.

Figure 5. VCR like control used to advanced simulated and actual telemetry playback non-linearly in time.

An additional view in RSVP is the Camera view window [fig 6]. This shows the predicted view from the

selected camera when the rover is at the desired future position and orientation. The operator can select

Montreal, Canada – May 17 – 21 2004 6 of 9



   SpaceOps 2004 - Conference 

from the MER  Hazcam, Pancam or Navcam cameras (each with its own unique characteristics) and

predict what will be seen if the rover is in place at a particular time of day and with the desired camera

pointing. The MER Imaging Science team uses this facility to create sequences of rover imaging

commands and to make sure that the images will point to the desired targets. RSVP has integral

knowledge of where the Sun, Earth, moons and orbiting spacecraft are at any point in time and from any

rover position on Mars thanks to its use of the JPL institutional NAIF/Spice libraries. These libraries

enable RSVP to perform the complex coordinate transforms required to know the ephemeredes of these

celestial bodies given the known rover position and orientation on Mars. This facility allows RSVP to

place graphical markers pointing vectors to the Sun etc. and to use this knowledge to graphically model

shadows of the rover on itself an onto the terrain. This allows operators to predict when the IDD arm will

shadow the target of interest of the Microscopic Imager and how to manipulate the IDD and when to take

the images to avoid these shadows [fig 7]. Knowledge of the rover’s position and orientation over time is

also passed from RSVP onto other tools in the MER ground data system to improve our thermal and

power modeling given the affects of shadows falling on the rover’s top solar paneled surface.

  

Figure 6. Predicted camera pointing and actual captured image based on this pointing

Red bars represent letterboxing.  The image is a false color composite of a MER-B trench.
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Figure 7.  Predicted and actual shadowing at the Meridiani Planum landing site

As rovers can range over greater distances with more autonomy when they have accurate self-locating

systems, the operator paradigm shifts from a hands-on micromanagement level to a hands-off level of

mission specification [fig. 8].  This calls for a more immersive interaction with the environment with tools

for designating waypoints, samples to be collected, regions of hazard and interest, and other types of

features.  Similarly, when examining rover activities and state, examining numeric values must be

enhanced with immersive visualizations of rover activities and display of imagery and other collected

science data. The combination of these capabilities, integrated with the RSVP system tools for sequence

planning, provide the rover operators an optimal understanding of rover state as a prerequisite for safe,

successful mission operations.

.
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Figure 8.  An overhead view of a planned traverse and how the rover’s autonomy system sees the terrain ahead.
Darts represent GOTO_WAYPOINT commands
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