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Abstract

A telerobolics system is described which pro-
vides supervised autonomous control capability for
time-delayed ground-remole control applications.
The system includes a local site operator interface
Jor interactive task deseription and « remole sile
task ercculion system. Interaclive stereo graphic

overlay on video 1s provided at the local site 1o up-
date the remole environment model. The remole
site system is capable of nominal task cxeculion
as well as monitoring and refler motion. Frecu-
tion utilizes wmulliple control modules which cae-

cute based upon command paramelerization.
1. Introduction

Control of space based manipulators from
Farth can provide new capabilitics for human uti-
lization of space. Ground control of manipulators
on manned platforms can be used to perforin time
consuming, dangerous, or unskilled tasks to allow
astronauts 1o focus on more highly skilled or crit-
ical tasks. Ground control of manipulators on un-
manned platforms can provide increased flexibility
in mission definition and opportunities for new ap-
plications, c.g., telescience.

There are various challenges associated with
ground control of space manipulators.  Commiu-
nication time delay is a major factor in the de-
sipn of a ground control system. Yor example,
the round-trip time delay between an Farth based
control station and a Space Station based robot
control systemn is expected to be on the order of

& scconds[1]. The remote space task environment

will likely be uninodeled or only partially modcled.
The flight component of the ground-remote system
will likely have constrained computational power
and require flight qualified software.  Also, for
manned platform applications, such as the Space
Station, the space robotic system might be con-
trolled by an operator on Farth or by an operator
on the remote space platform [2).

T'his paper describes the development of a
prototype telerobot control system which has been
developed for ground control of space manipula-
tors. T'he system provides supervised autonomy to
compensate for the eflfects of communication time
delay.
generated through human interaction, but sent for
autonomous exccution at the remote site. Closed
loop control occurs only within theremote site
A command can be sent imme-

In supervised auntonomy, cominands are

control system.
diately or iteratively saved, simulated, and mod-
ificd before sending it for exccution on the real
robot. Farly works in supervisory control include
[3] and [4].

pervisory control can be found in [6]. Interac-
tive stereo graphics overlay on video is provided
at the local site 1o update the remote environ-
ment model. The remote site task exceution sys-

A more complete description of su-

tem provides autonomous exccution of commands
and command sequences which have been teleme-
tered from the local site. The task exccution sys-
tem also provides monitoring to determine when
to transition between commands and reflex action
for reacting to anomalous conditions. Task execu-
tion utilizes tuultiple control modules which exe-
cute based upou command parameterization.
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Figure 1: Ground-remote system architecture

The system architecture is shown in Figure 1.
The local site generates commands and comnmand
sequences whichare verified for safe’'ty and ther,
sent for execution at thie remote site. The 1e-
mote site AULON G1n0usly executes the command g
and command sequences and sends back periodic
status information to the local site. T'his architee-
ture allows computationally jntensive task plan-
ning, and visualization to yeside at the Jocal site
wlicre computational power is relatively inexpen-
sive, The remot e site does 101 require gutonomous
reasoning, other tha u onitoring for conditions
specified in the task corninatds as specified by the
local site.

Thepaper is organized as follows. The local
site systemis desc rib ed in Section 2. T'he ret not ¢
site system is described in Section 3 and conclu-
sions arc givenin Section 4.

2. l.ocal Site

The local site ()])c'rzit[)lc (litic)lst:\tj c))lllast\vr)
primary parts: perception and manipulation. Per-
ception provides ay interactive means for ypodeling,
the remote site scene. Manipulation provides ju-
teraclive task description, simulation, editing, and
exccution. Central to the operator interface is the
knowledge base which h olds information on the

state of thelocalandremotesitesystemsand [1ha -
nipulation and perception data. ‘] hemethodology
o { the local-remote systein is 1o build and siinulate
manipulation and sensing, commands at the local
(ground) site using a model of the robot and its
environment, stored in the knowledge base, which
has been updated and validated with feedback sen-
sory data. Siinulations detect errors such as kine-
matic and geometric constraint viola tions.  Sue-
cessfully simulated commands may be sent to the
remote site for execution. The interface between
the localand remote sites is data driven interpre-
tive com mands for nominal task execution and for
refl ex acliong to monitor events.

The operator control station is hosted 011
a Silicon Graphics IRTS310 VG X 1"owe] Series
workst ation, equipped with a 6 axis spaceball in-
put device, aud with LC D shuttered glasses for
3-1 sterco viewing.  An additional X terminal
s¢ reen can be used, if desired, to host the Graph-
ical User Interface windows, or they may also be
hosted on the SGI. The Jocal site goftware is Wii -
ten in G, utilizing X Windows, Motif, the 1RIS
Inventor graphics product, and a smali library of
X resource manager extensions called the Widget
Creation Library, developed at JPL. The system
provides views from multiple video c¢ar neras in-
cluding, a stereo view for depth percoption. 3-D
graphics is overlayed onto both the stereo video
views and the monocylar video views in wireframe,
transparent, or solid. Also, by displaying only the
graphical 111[)(1['1, the scene can be viewed from ar-
bitrary view']~aillts. Currently, video images are
captured a frame at a time. Real-time video cap-
ture could be incorporated, but it is not necessary
and it wight not be available in a flig ht systemn.

The interactive perception nodule provides
the ability to updatethe model of the remote
environment, Currently, a graphical geometrical
model of the Scene, representing the modeled po-
sition Of the objects, is overlayed onthe video im-
ages. The operator can move the geometrical po-
sition of the objects in the sce ne, and simultane-
ously all children of that object, using the 6 DOV
spaceball input device. The operator moves the




graphical objects until they overlay properly on
the video images to u pdate the geometric position
of the objects. Machine vision could be used to
refine the model of the task enviromment, but his
hasnot yet. beenimplemented.

The interactive task description and execu -
tion part of the graphical user interface is called
the User Macro Interface (UMI) and is an evolu-
tion of an carlier operator inter face [6]. The goal
of theinteractive task description part of the local
siteinterface is tomake task description, verifica -
tion, and execution as simple as possible to the
operator. This is achieved by providing the ©p-
crator with a library of skills which the remote
manipulators can perform. SKills are genericmo-
tion types, c.g, Guarded-Motion, Move-To Touch,
Hinge, Slide, Screw, Insert, Level, andPushi (sim-
ilar to macros of an carlier systern [(i]). Whien
parameterized, a skill becomes a command which
can be sent to the remote site for execution of
a specific task. The parameterization for a spe-
cific skill will dependuponthetool-object pair it
i s used for. For example, iy the command “In-
sert . ORU_ Tuto_Stowbin® theinsert skill is used,
but the parameterization is specific to the tool-
object pair ORU-Stow bin.  Paramcterizationin -
cludes boll execution data such as insertion force
and impedance parameters and termination cor -
ditions such as time, force, or distance. The skill
Dadil(tclizatic) llfc)lato ol-ol~jc’et” pair can he pre-
specified in the interface from design data or in-
put by the operator, and is stored in the knowl-
cdge base. After the parameterizatio n for the tool-
ohject pair is entered inthe knowledge base, it is
aulomatically availa ble when the tool- object pair
and skill are sclected. The approach thierefo re al-
lows the operator to input data into the knowl-
cdge base to be used later to simplify future task
description and verification. All skills or only se-
lected skills can be available to the operator for
a B ven tool-object pair. To sitplify task execu-
tion, specific skills can be assigned to specific tool-
object pairs. Then when creating a future task,
the operator only has to choose from the reduced,
appropriate, list of skills. It nay eventually be
possible for the operator to use the graphical en-

vironment to select tool-object pairsandihenthe
appropriate skill could be automatically selected
if enough co ntextinformation is available.

Connnands and sequences of commands can
be interactively built andsaved as a new named
command, ¢.g. “Insert .ORU_Into.Stowbin” |, and
then later recalled for simulation (to ensure that
the possibly changed locations of the ORU and
stowbinin the k nowledge base do not cause errors)
and execution a the remote site, Fach command
in aconnnand sequence includes pa ramete rs for
various monitorsaudparaincters to specify which
monitor conditions are acceptable comma nd ter -
mination conditions. |f theremote site system
terminates a cornmmand on ary acceptable monitor
cevent, then the next commnarnid of the sequence 1S
executed, Otherwise, a reflex action is automati-
cally executed by the rer note site system.

The remote site has a fixed soft ware system
w ith task execution behavior dependent on the pa -
rameterization from the Jocal site. Multiple con-
trol sources can excente con currently with the ye-
sultant motion of the concurrentbehaviors pro-
viding the task execution. Thelocal site there
fore specifies the parameterization for cach o { the
remote Site hehaviors so that their collective be-
havior will perform the desired task, The local
site also par ameterizes reflex actions at the re-
mote site which are exec uted whien ionitor events
aredetectedat the rmllote.site. Fixamples of indi -
vidual remote site behaviors and monitors include
force control, trgectory generation, joint linit and
singularity avoidance, force threshold monitoring,
joint limit monitoriug, and task space tracking
monitoring,

3. R emole Site

Varjous approaches to progrananing and con -
trol of telerobotic systems have been proposed,;
cachiproviding a solutionfor a class of robotic sys-
tems. These approaches include environments for
prograinming new applications and languages for
general purpose systems. The remote site robot
cont rol system described in this paper; the Mod-




ular Telerobot Task Yxecution Systemn (MOTLES)
[7); utilizes a command interpreter. The command
interpreter is alimited robot language which pro-
vides commanding, of concurrent control from dif-
ferent control modules. The permutations of con-
trol module behaviors are then available to the lo-
calsite. This method allows a fixed flight  software
system to provide a wide range o f robot control be-
1lavior. Also, thecomnmand interpreter approach
has heenproven successful on winnanued robotic
spacect aft such as Galileo [8]. The telerobot ap-
plication is different from the spacecraft app lica-
tion but the system requirements are similar, Var-
ious aspectsof the MOTES system have functional
cquivalents to spacecraft control systems. Ultiliz-
ing the command interpreter approach, MOTES
has been designed such that cachmodule is data
driven. A command to a module is a parame-
ter set describing the desired hehavior for that
module. The architecture for trajectory genera-
tion and control is fixed but designed to provide a
general control capability. Future versions of the
commanid interpreter may encorporate additional
language features.

The MOTES  remote site telerobotics task
system supports supervised autonomy, shared con-
trol, and teleoperation of space robots ['/], but
only the supervised autonomy capability is used
for ground control applications. MOTES s im-
plemented in the J]’], Supervisory Telerobotics
(STELER) Jaboratory initially for control of a
7 DOY redundant arim but with planned exten-
sions for dual -arm coop crative control. Capability
i S maxi mized by providing siinultancous control
based upon various real and virtual sensors. The
permutations of the behaviors of the various con -
trol modules provides the wide range of capabili-
ties of the system. The desired behavior of each
module is specified by comina nds from the local
site which arc issued by the remote site command
interpreter.

The MOTES system architecture is shown in
Figure 2. The functionality of MOTES is simi-
lar to the Primlevel of the NASREM architecture
[9]. Thislevel of atelerobot system generates dy -
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Figure 22 MOTES functional diagram

namic motion comma nd s from a static description
of the desired behavior. MOTES provides all task
level controland task to actuator space mapp ing.
The MOTES miodule types described below were
sclected because they represent diflerent function-
alities within the cont rol system. There may be
multiple o dules of the same type, for example
force, teleoperation, and collision avoidance mi 1-
trol modules.

The Shared Memory Module provides ac-
cesstoall command parameters and system Sta-
tus information. The Execcutive Module han-
dles communication with the local site system. It
places pew comma nd s into the Task Comnand
Qucue and returns status and data. The Inter-
preter Module controls the transition between
execution states by checking the status of the
various modules and specifying the appropriate
commandsand parameters to the various mod-
ules via shared niemory. The Monitor Modules
provide monitoring of the status of exccution for
both int ¢nded termination conditions and ~1Jlill-



tended error co nditions.  The Sensor Modules
provide sensor data processing. The Sensor mod-
ules canyepresent both real and virtual sensors.
The Control Modules provide the control as-
sociated with the various realand virtual motion
sources. Fach Control module generates a task
space motion command. The Fusion Module
merges the motion commands of the various Con-
trol modules into task space motion cor ninands
for the manipulators and other physical devices.
The Task to Joint Map Mod ule maps the task
space command oOf the Fusion Module to the actu-
ator space of the physical devices. The task space
to joint sprace mapping for the ext ended task space
is done using a composite Jacobian approach [10]
using the method described in [11]. The Device
Drivers Modules comt nunicate with the physi-
cal devices to send the actuator space command s
and reccive status data, as well as perform com -
putations which are hardware specific. 1t S as-
sumed that the physical devices Jave thelr gwn
low level control to implement the actuator space
com m ands. The M in the various boxes of Fig-
ure 2 indicates monitoring within the associated

1110(1111(%.

Fach module interfaces to the rest of the
systemn through shared m em ary with specified
input and output paramecters and functionality.
This allows cach module to be developed, tested
and evolved independently. The modules operate
asynchronously with resp cct to each other with
the Interpreter responsible for synchronizing the
various modules via modification of command and
state parameters in shared memnory. Modules 011
a given hoard may run as fast as possible or be
interrupt driven, c.g, clock driven to allow fixed
rate computations.

There are various types of commands that
the Fxecutive can receive from the local site sys-
tem. Command types may include Module, In-
terrupt, Reflex Table, Fxccution Mode, Initialize,
and Fmergency Stop. Additional command types,
e.g., Cancel, may bc.added inthe future.

The MOTES system has been implemented

in the JPL Supervisory Telerobotics (STIELER)
laboratory and controls a 7 DO} redundant ma-
nipulator. MOTES is written in the Ada pro-
gramming language and runs in a VME environ-
ment on 68020 processors. The present configu-
ration utilizes SIX processor boards. Modularity
was achieved by developing various mod ules which
could be easily configured onto diflerent Ada tasks
running on different boards, e.g., math, shared
meinory, trajectory generators, form control, tele-
operation, impedance equation, forward kinemat-
ics, andinverse kinematics, The tasks runasyn -
chronously from cacl i other with sor ne tasks clock
driven and others running continuously. Cornmu -
nication between Ada tasks utilizes global shared
memory exclusively except for an Ada rendezvous
from the Monitor task to the Interpreter task to
signal the arrival of a new command. Board mem -
ory between tasks and task memory between mod-
ules are language supported features but are not
used since they would reduce reconfipgurability of
the system. Module memory is used when appro-
priate.  The global shared memory commurnica
tion is implemented via Ada generic units. The
read and write utilities provided by the generic
units provide protection of the data, e.g., complete
IWQ] " (1 transfers.

In the current iimplementation, all’ parameters
for one subtask are sent together in one coinmand
Wock. The command type is given as a parameter
so thatthe Executive and Interpreter know how to
process the comn and parameters. Thus data for
all modules are placed together in one command
and are then parsed out by the Interpreter. The
destination queue parameter specifies which com -
mand queue to place the command in, e.g., Reflex
Command Queues or Task Command Queue.

4. Conclusions

A prototype local-remote telerobot control
system has been desc ribed. Safety and stability
p roblems associated with communication time de-
lay are accounted for through the use of super-
vised autonomy where cominands and sequences
of commands are generated and verified at the lo-




cal site before being telemetered to the remote site
for auton,omous execution. Theremote site task
execution system brovidesa wide range of capabil-
ities with flight qualifiable software by providing
multiple simultancous control behaviors specified
through command parameterization.
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