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Abstract

1 define the efficiency of a supet vised lcarning strategy in classical estimation theoretic terms, ‘'bus, the efficient stratepy
is muchlike the efficient pa rameter estimator defined by Gauss, R. A Fisher, Rao [S], and Cramer] 1 ] Proceeding from this
basis, there is a simple, unifying relationship between classical “ ‘patainetic”” and conncctionist* ‘non-parametiic’ approaches
1o statistical patter nrecognition'; the learning SUAICEY cmerges as a Key factor deter mining whether 01 not the classificr will
generalize well for small and/orarge training sample sizes.

I deseribed two fundamental strategics for supervised learning: the probabilistic strategy seeks to learn class (o1 concept)
probabilitics by optimizing a likelihood function 01 an cirotmeasuie objective function (i.e., empirical risk niwcasure); the
differential strategy is discriminative and sceks only to identify the mostlikely class by optimizing a classification fig v re-of-
micrit(CHM) objective function | 3] CEM objective functions are best described as differentiable approximations to a counting
function: they countthe number of correct classifications (o1, equivalently, the number of incot rect elassifications) the classifics
makes on the (raining sample.

11 the model chosen for the training data is a ““proper paramcetric model™ the most ef ficient learning strategy is likely to be
one that is both probabilistic and maximum-likelihood innature, v, however, the parametric model is an*‘improper”” one, all
probabilistic learning strategices prove (o be inefticient for both small and large training sample sizes. Regardiess of whether
ot not the model is proper, diffeiential leaming proves to be asymptotically efficient, guarantecing the best generalization
allowed by the model as long as the training sample size is suf ficiently large. Morcover, different ial learning requires the least
complex model of the data (under a varicty of complexity measures) necessary for Bayes-optimal elassifi cation, implying best
gencralizationunder distributionfrec V( analysis [6].

These arguments are supported by rigorous proofs from both estimation-theoretic and information-theoretic perspectives
12, part1]; they are also illustrated in a seties of real-world pattern recognition experiments [ 2, part I} (attendees will be invited
to explote these experiments interactively on the computer). They lead mie to conclude that probabilistic learning is the strategy
of choice when a proper model of the training, data can be detetnined (an obvious conclusion), whercas differentiallearning is
the strategy of choice when a proper model of the training data cannot be deter mined (perhaps not so obvions a conclusion).

I close by discussing the implications of this rescarch forpracticalautonomous lcarning machinesin light of Kolmogorov's
theotem 14), which (arguably) can be interpreted to mican that finding the proper parametric model for a  set of stochastic
concepts is citherpretty casy o1 reably hard there is no middie ground.
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Mudeed, | view both classical and connectionist classificr paradigms as parainctiic ones, which are either **proper™” on*inaproper “ probabilistic modcls: of
the data




