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Ahstra

We examine the feasibility of measuvriug Along-Track Interfer ometric (AT1) vector
ocean velocities using the azimuth beamwidth of the SAR antenna to obtain angular
diversity, at the expense of spatialtesoluti on A simple model of the measurement is
introduced for point targets and ruoving occiar surfaces to helpinter pretthe velocity
measurements. Due to the shorterintegration times used in forming, the synthetic
aperture, this model is easier toint er pretthan conventional SAR and inter ferometric
SAR ocean scattering models.  We present tradeofl considerations for the  processing
parameters, and usc the JPL 1- Band alo: g trakinterferometric system as an example.
We also present an assessment of the accoracy of the method, showing the feasibility
of mapping vector ocean currents vith sitisfaciony accur acy atthe scales oOf interest to
oceanographers. Finaly, we presentarexalliple of vect o1 cur rents taken iu Currituck
Sound, North Carolina

1. INTRODUCTION

Along- Track Interferometry (AT1) [ 1]}1ias shown great promise inmeasuring the com-
ponent of ocean motion which lies alorg thepominal SAR look direction at high range
resolution (~ 10 meters). This resolutions the appr opriate scale for measuring wave mo-
tion, and promising results for measuring wave spectra using ATlhave been reported [27],
[3], [4]. However, many oceanographic applications are concerned with vector velocities
at lower spatial resolution. The lengthscales of interest for large scale oceanography are
on the order of the Rossby radius of defon mation (~ 30km), while the velocities of inter-
est range between O(1m/s) for boundary currcnits, to O(10cm/s) for eddies and O(1cmn/s)
for weak open ocean currents, Foicoastalapp)ications, or for resolving internal waves, a
finer resolution is needed, but a spatialyesolution of ()(100 m) is still sufficient for most
applications. As a point of comparison, { he TO}'EX alt iineter system for measuring global
geostrophic currents has an accuracy ((Hcn/s) onscales of . . . 100km. ATl has also been
used successfully to map the radial component of large scale cul rents [5], coastal currents [1],

[6], [7], and internal wave signatures|(8]. ‘1 helinitation of the nieasurcinents to radial only



velocities, however, places asever ¢ constyaint on the usefuluess of such data for oceano-
graphic applications. This limitation can be over come by flying orthogonal AT1 passes over
the same site [7], but this severely corstiainsthe spatial coverage t hatcanbe practically
achieved. The purpose of this paper is to i nt1 oduce a new technigue to measure vector
surface currents using a single pass ATlmeasu ement.  We will show that the accuracy
and resolution of this technique are adequate fo many oceanographic appl i cations, making
vector AT1 a useful new tool for aceanographicmvestigat ion.

While the range resolution of ATl canbe quite high, the coherence tine of the ocean
sets fundamental limitations on the azinwthi esolution [9), [1(1], [1)], 112], 113]: the effective
synthesized antenna length is equal to the produci of the platform velocity aud the coherence
time of the ocean return. The resulting aznuutlresolution cell size is approximately given
by

M

03 5 s (1)

where X is the electromagnetic wavelenigil  has the platform height, v is the platform
velocity, 7. is the ocean coherence timne, aud € i1s the mcidence angle. QObser vations [14],
[15], [16] indicate the ocean coberence time «t 1, Band varies approximat ely between (4.05s
to 0.25s. For the JPL L-Band SAR systomn [1 6], whose relevant par amceters are presented in
Table 1, the corresponding achicvable azint 1 1esolution can vary between 2bm and 125m
for these correlation times, which iswuchdegradedrelative tot heiutrinsicrange resolution.

Using this line of reasoning, thereis no advantage for ocean applications in trying to
increase the azimuth resolution by usingt belong integrat ion times appropriate for imaging
of stationary targets. In this paper, wepnoposc an alternate usc forthe data collected
while a given ocean patch remains int heradarbeam: instead of using onelong integration
period (of several seconds duration), we propose that inany short integr ation periods (on
the order of the field correlationtime) |¢ used, 1ogether with Doppler sharpening, and the
interferometric phase, to interrogate thesame surlace patch from a variety of azimuth ook
directions (see Figure 1). ‘The interferometric phase difference, @4, resulting from each of

these measurements will be proportionalta t he projection of the surface velocity vector U




along the look direction given by the unit vector o = @ sin i+ g cos ¢, -
&; = 2kri; - Uz 2k7 (U cos ¢ 4 U sindy) (2)

In the previous equation, k is the electioagnetic field wavenumber, -i is the delay time
between ATI measurements, and ¢iist hic ar irout teangle in the plane defined by the plat form
velocity and the broadside direction to the scattering patch. If measurements are made at a
sequence of ¢;’s, both components of the swi fuce velocity can be determined by least squares
fitting the phase difference data using all the ohservation angles. Inthe next section, wc
will give a procedure for determining these ¢, ’s using the intex ferometric phase differences
and Doppler sharpening.

The technique proposed here is siwiilar infiavor to one proposed by Madsen [1'7] to
measure vector velocities using a split beaw anteana. Inthat technique, two narrow physical
beams, displaced by 90° relative toeachother and by :+:44¢ relative to the flight path,
are used to isolate an ocean patchiil angularspace so that orthogonal components Of
the surface velocity aong the beamn diyections can be obtained using conventional AT 1
processing. The technique proposed here hias thie advant age that one can measure vector
velocities using a single beam, so that t he cur rent AT configurations can be used to derive
vector velocities without any hardware modificst ion. It has the additional advantage that
both components of the surface velocity are detes mined simultaneously, whereas in the split
beam technique each component is deteruined at different times. The present technique
has the disadvantage that range resolutioninmstbe sacrificed inorderto obtain reasonable
velocity accuracies. The spatial 1csolutions achievable however, are satisfactory for many
oceanographic applications.

The ouline of this paper is asfollow: inthe first section, we present the algorithm
to determine the velocity of a pointscatiarer. The procedw e for deter mining the vector
velocity is the same for an ocean velocity ficld, butin this simplified casethe resultant
velocity can be related in an unav 1} siguous fashion to the target velocity. In the next
section, we present a simplified modelfor the return fi o amoving, ocean with the aim of

interpreting what the measured velocit y1 epresciIts physically. 1)ueto the short integration




times, the measured quantities arc mo e casily 1elated to physical quant it ies than in the
conventional long integration timej}mocessing. 1o the third section, we study how the
integration time and range resolutioriinay be st to optimize systew per formance. In the
fourth section, wc discuss randoin and systemat ic measurement ersors aud give formulas
for determining system accuracy. Finally.inthe last section, we present an example of

vector-ATI (VATI) derived velocities for an ocesn scene.
2. VECTOR A7) 1O POINT 1 ARGETS

As presented in the introduction, the idea behind the VAT algorithm is simple: radial
velocities for many azimuth angles are obitained by forining Doppler sharpened interfero-
grams. Since each of the measurediadial velocities represents a projection of the true ve-
locity vector along different directions, the tyue velocity vector can bie reconstructed as long
as the azimuth incidence angles arcknown. However, the incidence angles arc not known
apriori: in conventional Doppler shar pening fr om stationary scenes three is a one-to-one
mapping Hetween Doppler shift andazinuthidiiection. Foramoving target, a relationship
still exists, but it now depends on the target velocity itself, whichis the quantity we arc
trying to estimate! To overcome this limitation, wc vse the AT] radial velocity estimate
itself to estimate the target's trajectory mmranpd1)doppler space, as we show in detail below.

As with conventional SAR processing. it is useful to look a the saine technique from
a variety of perspectives. In the main body of this paper, we adopt a geometrical per-
spective which is intuitively appealing. A spectral perspective can also be adopted, and
that approach is useful in understanding 1 ow a target velocity inthe along-track direction,
which corresponds to a platform flying with a different velocity thanthe one used for pro-
cessing, can be determined by usilig t heretw i from two ofl set antennas to estimate the
image along-track shift. This appiroachis similain flavor to conventional SAR autofocus
algorithms [18]. This alternate pointof view is present ed in Appendix A.

To obtain the Doppler sharpened AVlreturn fiom apoint tar get, let us model the




scattered field at, the reference ATlantennaas
E(t) = G(t)e 20 ® )

where t is slow time, G(t)represents the weighting due to the antenma pattern, and the
factor ¢~ 2tk7(t) represents the two-way propagation phase from the radar to theta-get. The
field at the second antenna is given by anidentical expression with the exception that the
distance to the target, r, is evaluated at(f 4 7), where 7 is the time required for the second
antenna to revisit the location of the first antenna.

The ith |>0~)plcr--sharpecned measurementiorthe first antenna is obtained by Fourier

transforming the field over a time interval 7 centered about slow tiwe
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where W (1 —ti) is a weighting function (of dutation~7') introduced to reduce azimuth
sidelobes. If T is short enough (in a senscwhich will beinade more clear below), one can
expand

rt) s r(ty) 4 7(t) (- ()4 oz 4 7t 1) (6)

where 7; is the radial component of the the velocity along 1i;, the ditection from the synthetic
aperture center to the target
TRRRTIE () (7)
where ¥ and U are the platform andtarpetvelocity vectors, respectively. Since the illumi-
nation due to the antenna changes velowly compared to T the integral can be evaluated
to obtain
EM(Q) = Gien "MW (92 4 2ki)e (8)

where G, represents the antenna gain patternin the synthesized direction,”i is the range
to the target at the center of the synt hesized anteuna, and W, the Fourier transform of W,

is the point target response in Dopplerspace. Vhe effect of target motion on this term is




to shift the location of the peak of the pointiarpet response relative to a stat jonary target
try an amount equal to the Dopple shift of the varget relative to a stationary observer.
Assuming that the change inrange during the revisit time, 7, ismuch smaller than
the range resolution, the returnsignalat t hesecond ATl antenua s identical with the
except ion of a phase factor exp|- 21 k7 - U J. which 1epresents the phase duetomotion Of
the target in the radial direction between the formation of the two synt hetic apertures. The

interferometric return can be written as:
EM@Q)ED ()" = |G W (1 2Ki3)[? expl- 2ikiy; . Ur] )

where we have assumed that the change inDoppler shift fiom the t arget to the second
antenna is much smaller than the width of the 1 )oppler-space point targety esponse, so that
one can approximate both point t argetiespons s as being centered onthe same Doppler.
This approximation is valid as long as 2(v7'){U1) /Ar; << 1, whit.11 will always be valid for
the cases wc are considering. As expected, one can obtainan estimate of the velocity in the
radial direction using only the phase of theintes ferometric product. By acquiring a set of
these measurements along differed d wections, one cansolve for the full vector velocity.

In order to proceed, it is niecessary to fornulate an approach which allows for the
estimation of the range and the 1)opplarshiftt 1+ the resolution cell as afunction of time.
This is possible because the interferometric phase difference is due to the target motion
alone, so that a correction can be appliedtot hestationary target angle-Doppler relationship
by using the measured phase diflerencet o provide the correction terin (see Figure 2). once
the azimuth angle is known, the range of the tatyct is also kuown (Figm e 1). The following
paragraphs present an approximate proceduie fraccoinplishing this mapping.

Select a reference value of the Dopplershift, $2g, (€.g., t he expected 1)oppler for a station-
ary target in the antenna. boresight direetiom), 8 nd perfor munfocussed A'l'l compression a..
described above to estimate theinterfermmetyic phase difference (using 1ange multi-looking,
as described below, to obtain a stable estiinate) Theinterfaometric phase difference will
be given by

Qo , 2k (U cos gy + Uy sin ¢o) (lo)



On the other hand, the Doppler shift can be ey pressed in terms of the saine parameters as

0= 20k [(1: Uy ) sincdo - U, cos ¢y (19

)

where, in the convention used here, positive target velocity implies that the target is moving

away from the 1adar. From equations{ 1 1) and(111), it is possible to solve for sin $o, to

obtain
. d'(‘ SZ{»
SO ke Y Bk (12)
From Figure 1, one can also write
. 1'{0
S g/)\, = ;-()- (13)

where To corresponds to the range to t he tiagctattime to. We have adopst ed the convention
that ¢t = O corresponds to the timne for closest approach if we take 1y to correspond to
the time corresponding to the center of theintegration interval. From this equation, it is
possible to solve for Po, the range at close.t appr oach (sec Figure 1):
; e e e
, ﬁl’ﬂ Qp ?
PO TOCOS GO 1o \/ b (’2k1,-r kv (14)
Given this range at closest approach, it is jrossibile to caculate the range and azimuth angle

to the same cell for al subsequent integrationh d ervals

N RO, (15)
i;
sill ¢y - -1;)“ (16)

and tiis the time corresponding to the cerderoft he ithointegr ation time.
While it is now possible to follow the t argetin range angle space, it is also required to
follow it inrange- Doppler space: giveri an azimat h angle, the correspronding Doppler pa-
rameter, used for focusing the returnint hedirect ion of the tavget, cant henbe determined.

The Doppler shift to the target forthe it h synt hetic aperture is given by

7 1
Q,’ = 2k l’l) (] - ”\ Smd)‘- - UJ cos (fl,‘ (17)
v/ i




From equations ( 10 ) and ( 12 ), one obtains

U
Loy -mm)]

U, : poTEmaTT = (18)
\/ FCs 44 )
e
- . .'2" ",-::'.: R ’ (19)
/] f.(..‘iu. 4 fla ‘
\ hoi T 2hv)

where we have used the fact that U) /v <102« 1. Weapproximate t he Doppler shift by

o
Qi 2k |v sin ¢y - o K = =

/ $o. N 19
'\ ) - (f’l?tn A ;)kli)

The previous approximation inducesanertorinthe estimated 1)oppler given by

v .
8 = —2k Uy sindy - - ‘1."'” 1( 4+ §27) cos ¢:1 21)

Taking the variation of equation (1 7) withrespect to 694, and solving for 6¢%, the corre-
sponding error in the estimated azimutliangle, one obtains

o JU“ éi]l du I" .(”",‘.11.'%\ (1 -+ SZ()’I ) cos q‘,l]

b¢i = R (22)
U (] - ) cos i -t Uy singy
Therefore the fractional error in the azimuth angle is 8¢ /¢ ~ U/v which can be ignored
for most applications.

Having obtained the mapping between the ar unuth angles and the corresponding Doppler

frequencies, we are now ready to presentthe VAT processing algoy ithm:

1. Range compress the data totheappropriste resolution and per for i motion compen-
sation corrections. In order to 1ed uee poise, one must aver ape 1ooks in the range
direction. This is simplest to accamplish by dividing the transmit chirp spectrum into
different frequency bands and P! ocessitg each baud separately until the interferomet-

ric phase is estimated.



2. For cach resolution cell to be processed , subdivide the returns from each channel into
n groups of equal duration tobeuscdinfonming the different azimut h looks. Choose
the duration of the integrationt nucto be the sinaller of the expected decor-relation
time or the unfocused SAR limitintegrat ion tine. Each group will be indexed by 1,

where —(n -- 1)/2 <i<(n-1)/2.

3. Select a reference Doppler, using the estimated antenna squint angle, per form Doppler
sharpening using equation ( 4), aud cstiniate the interferometric phase difference by
multi-looking the phase diflerences fion each range sub band vsing the maximum
likelihood phase estimation algmitlna[19  Use the equations derived in this section
to obtain the azimuth angles,1snige-, and 1)oppler shifts for each of the integration

periods.

4. Having obtained the resolution cell’s trajrctory i range-Doppler space, proceed to
point each synthetic aperturctothetarget and obtain the 1)oppler sharpened re-
sponse. This iS accomplished by int ¢1polating the returns inrange to 74, and applying

equation ( 4 ).

5. Using the return from both A’]’] channels form the interferogram for each angle ¢4,

and take range looks to stabilize the estinate,
6. Estimate U; and Uy by least squarcs fitting equation (2 ).

7. Proceed to next resolution cellandrepeatthe process.
3. A SIMPLE MODEL ¥Oxr vt R¥ F'URN FROM A MOVING (OCEAN

In this section, wc extend the modeldevelopedint he previous section to accomodate
a moving ocean surface. This model will neglei-tmany second order effects both in the
ocean hydrodynamics (small wave mniod u) ation by large waves, wave breaking, etc. ) and in
the scattering process (tilt modulatior:, multiple scattering, etc.). Nevertheless, the model

is probably realistic enough to give aniindication shout the feasibility of the technique
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proposed here. [n contrast with the usual SAR({%], [JO], [1 1], [1 2], [13]) and AT ([20], [21],
[22]) models, the results presented here |, berelated to physical guautities more easily
duc to the short integration times and the consequent absence of the non-Yinear aspects of
wave imaging.

Provided the surface patch is smalienaugh so that we canigno ¢ 1 doppler variations in
both range and azimuth, and using t he usualsiop-start approximation for SAR modeling,

the scattered field at the first ATlantenns can be modeled as:
B{) = Gh)e D Wey) (23)

wheret is the slow time indexing the plat form nsotion, G (1) represents the weighting due to
the antenna pattern, and e(t) ist he scattered ficld from t he surface Jess t he factor ¢~ 28kr(t)
which represents the two-way Propagation pliase from t heradar to the patch. As in the
previous section, the field at the secondantemia is given by anidentical expression with
the exception that the field is evaluatedat(f-17).
In analog with equation ( 4 ), t he Dopplers harpencd return is now given by
(l) 1 N 1,47 /7 o w
EO@ = o [do o) [ it 1)Goe 20 O 1o (24)
2n - 12

where é(w) is the Fourier transforim of ¢ (¢). Expanding the rauge using, equation (6 ), and
again assuming G(t) is constant ove theint e ation interval, one of t he integrals can be
evaluated. The result is

~2iks, 1
Ei(l)(ﬂ) = Gie 2iks, o

/ dio (YW (82 -+ 2kry - w)e W (25)
The effect of surface motion on the azimut b resolution factor, W, is to cause frequency
dependent shifts, which introduce uncert canties iu the angular location of the pixel if the
radial velocity is not known. The signal at t he secoud ATI antenna is identical, with the
sole exception of an additional phase factor ('X)); iwr]inside t] seintegs al.

in order to calculate the meaninterferomet e return for the small]mt.(:h,(E,-(I)E!@) ),
one must make assumptions about the 1))ojiplerspectium of the field scattered from the

surface. 1n this paper, simple Bragg scatt ering [14] will be assuined: the return will depend
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only on surface waves traveling along N (1 - 22)ii;/|(1 = 22} and having wavenumber
kp = 2ksin@, where 6 is the angle of yacidence (this implicitly assumes that the look
direction to the scattering patch is approxnnatcly constant during the integration period).
As these waves travel along the surface, they are cavried along by currents due to other
waves and by the mean flow of the acean. H wy is the intrinsic frequency of these waves as

given by the dispersion relation, t he local fr equoncy due to Doppler shifting is given by [23]

u’g:{) = chag A L]:“.jw - Uc) - N (26)
where the +/— signs apply to Bragg wave- moving away or towards the radar, respectively.
The surface velocity has been deconposed into a “wave” component, Uy, which varies across
the surface patch, and a “current” component, ﬁc, which 1s assumed to be constant over
the patch. One can model the scattering as beig due to the incoherent addition of many
small subpatches over each of which U, it constant (this is possible since the typical scale
of variation of the wave velocity is large compatcd to radar wavelengths). Jn each subpatch,

the spectrum of the Doppler return will be given by
(e()e’ (W) = @m)28(w - o) [dw - o 10§ kp) + 6w - o 0§ dkm)]  (21)

where it has been assumned that diflerent frequency ocean waves arc independent, which is
a good approximation [23]. If the numberof surface patches is large enough so that they
are representative of the distribution] of wave vclocity, the Dopplersp ectrum for the entire

paich can be written as

i

<é(w)€s'(w')> (22)28 (e - cu')./ d(kpN - Uy) f(kpN -U,)

(#)
) [(w SO k};N . ﬁ¢) kliN : Uur] 0((|3I )(klf) (28)

= (27.)?5(01 - uw')p (m — dwy— kpN - U() U((,:i) (kg) (29)
where f(kph . 17,,,) is the distribution function of the wave radial velocity, and we have

separated the contributions of Diragg waves going toward or away frout he radar for nota

tional convenience. Experimentally, it has | icen confirmed that the Dopplerspectrum does



12

indeed have a form very similar t ot he onederived above (see [14], for an example). The
distribution function p is very close to being Gaussian for wind duiven oceans at 1.-Band,
and the Doppler bandwidth corresponds 1 othe bandwidth dueto the radial wave motion,

Making these assumptions, thcintcerferometricretvrnis given by

(19,(9)1:,';,(9)}:t = G200@) (kyy) ¢ W e HheN Dot / duf (w)lﬁ’ (€1~ g - w)|2c-~"w
' (30)
where § = Q-+ 2k#; — kgN - U, is the Doppler frequency corresponding to the advecting
current. In the absence of big waves, f(w): é(.'),audassuming Bragg waves moving only
in one direction, the interferomets ic velocity for each Br agg wave component will be given
by

g 4w, P
40 IR : B . N ' . )
vAJ ] 2): 9k } N U( sinf (31)

The second term is recognized asthecoinysonnt of the current velocity along the radial
direction. For gravity waves, the dispersionzelaton predicts thatwy = 1/g2k sind, where g is
the gravitational acceleration. Using thisieclation. one has that wg/2k=v/g/kp sin 0, which
onc recognizes as the component of the Biragg wave phase velocity inthe radial direction.
Hence, for an infinitely narrow Dopplerspeciruin, one obtains t he expected result: the ATI
phase difference measures the radial cornyronent of t hie velocity. 1 f Bragg waves moving in
both directions are present, the A'T'Incasined velocity will be proportional to the phase of
the sum of the two returns, so that additionalinformation about the wave spectrum (e.g.,
wind driven vs. isotropic. waves) is nccessary in oy der to retrieve the velocit y (similar results
for conventional ATl have been prcsentedin[§))

Thus far, it has been assumed thatthe paich is narrow enoughint he direction per-
pendicular to the ook direction that the spatial change in 1)oppler can be neglected. In
practice, the return is the sum oft hereturnfrorn mauy independent patches located at the
same range, but having different 1 Yoppleishifts To oblain the interferometric signal duc to
all the patches, we expand the look dir ectionid., shout a specific direction fiio- If we choose
the coordinate system given by Ng, z,awil o= No » 2, t hen the di rection vector to points

which lic at the same range but alonugth: dire. lion per pendicular to the look direction is
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approximately given by

N =Ny . (32)

S
’i0]
where p is the coordinate along the j dir ¢« ion Similarly, it canbe shownthat the velocity

vector to the point can be approximated |y

T3 A5 T g -l -(()'.d.:!i(’ R R (33)
ol Ti0
where wc have defined v, to be the plat forin velocity along the p divect ion. Replacing the
previous two equations in equation (30 ), andint egr ating over p, one obtains the following
expression for the interferometric ret urn

(Br( @By (Q)) = 2mrigGle HnReter Sn/0-my, (i-:_,_/z") / dof (w) e ©7 /0=

[o(()~+) (klf) ¢ bog Ji)- ) O(()*) (k},-) c-% dwgr /(1- 1,)] (34)

where w(t) is the inverse Fourier transforin of [W (w)]?, and we have introduced 5 == Ue-p/vp,
the ratio of the components of the cuvent and platforin velocities perpendicular to the look
direction. Typically, one has that <« 1.

The integral in equation ( 34) ist he Pour i transform of the scatter col field Doppler
spectrum, i.e., it is proportional tothe ficld titne covariance function, C(t). Furthermore,
since f(w) has been assumed to be ap obability density function, C(() =1, and the
integral IS in fact the scattered ficld cory elation function. The finall esult for the complex
interferometric correlation function, -, is giventay

(B (@) E; ()
yoE e e AN (35)

@ﬂ@l’}(ii':y(52)|">

c-ik,,ﬁoﬂm /(1) [n(('w e /(- m) o(('- )(4 11 /(13- 1)

Ny = . . .o [_('_{',“l 0(-—f
w(im)e (i) (36)
1 w (()
]

"YN = —————-—-—'———*-:::l““ oo - (37)
v/1+ SNR; \/1 4 SNR,!
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Where, §2 = ) 4+ wo. in addition to t he signal decorrelation, the effect of thermal noise
decorrelation in both channels has also beenmcluded [16). The tot al cot-relation is the
product of the signal correlation functiontinies. -y, and the noise correlation function, yu.
The phase of v is used to obtain the int et ferometiic velocity, while the magnitude of v
governs the variance of the phase (i.e., velocity ) estimate [19].

The effect of the finite signal bandwid(hist o make the measurciuent cor relation func-
tion dependent on the field correlation function, asonewould expect intuitively. The effect
of having both forward and backwar ds travelling, waves isto introduce a phase shift and de-
crease the magnitude of the correlationfunction One canwrite the c10ss sect ion-dependent

part of v, as

cos? (-%QL) + (@> sin? (-L)O‘- ) e (- itan ™! ’(Ud> tan (-w-m ) )
1-19 O 1y \og 1-1

where g, and og are the sum and difter ence of the for ward and back propagating cross

sections, respect ively. This shows t hat wheut sotli forward and backwar d t 1 aveling waves are
equal in magnitude, there is a dew cascinthe correlationfunclion by a factor of ~ cos woT,
while the velocity measured corresporolely to the current veloc ity. 1)epending on the
ratio @a/0s, it is possible to add any phas int 1« range 1 wer t0 the estimat ed ATl phase.
Additional information, such as thevari at innofthe velocity as afunction of incidence angle,
must be used in order to separate thetwo efiects.

The length of the integration periodalso comtributes to the decon elation of the two
fields through the w(—n7/(1- %)) terw, Jiscontribution will be small aslong as T >> 97,

where T" is the duration of theintegrationperiol,
4.  SystTEM 1)} 816G NCONSIDERATION

In the previous discussion, there arve sever alparameters which arcfiec to vary and may
be chosen in order to optimize system periormance. Inthis section we will examine two of
these parameters: range resolution] andintegration tire.

Integration Time:
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Angular resolution is obtained by interpreting Doppler shifts inter s of angle by means
of the Doppler shift relation
21
6f - " b (38)

where §f is the resolution with which asignalfioin the scattering patch canbe resolved. |If
onc views the return signal as the p oductof a deterministic signal which canbe resolved
with resolution dfp = 1/?7, and afinite bandwidthiandom signal whose correlation time

is1 /7., then the angular resolution possibleisgivenby [13]

. A
o = 32}((51'”'1) = ‘zb\/;/l‘? | ;!2 (39)
It is clear from this equation that themaximum angularresolution which can be achieved is
given by d¢max = A/(2v7e) and thatintegrating for times much longerthau the correlation
time does not increase the angulail esolution sipnificantly.

Another restriction on the integration tiroe is given by the requiremment that the range

curvature term, which was ignored inequation: 6 ), contributes only a small factor to the

T SN 1 7(:()32(}» 7\?
S P A TR A 40
PR ( 2 ) T ( 2 ) (0)

Hence, the requirement on the integration time s given by

return phase

[y
;m(]w V ’\; L (41)
where ¢ is the azimuth angle. Figure 3a prescents the lmits set by the ntegration time on
the JPL, Al RSAR L-Band ATI systernas s funcl ion of incidence angle. I'his value should
be compared against the typical correlation ties for the ocean at 1.-Band, which are in the
0.05-0.25 second range [16].

A further restriction on theintegration thae IS derived from the term w(;—‘_'l-:,) in
equation ( 36), which implies thatin orde to maximize the correlation, it is desirable
that 7' >> 57.This is not a very stringent reguirvement since for the J1P), AIRSAR ATI,

7 = 0.0 94sec or 7 = 0.047sec, depending, op whether both antennas transmit or only one

transmits, respectively [16).
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A final consideration in choosing theintegs ation tine is that by decreasing the integrat-
ing time, one increases the number of augies which canibe usedin fitting for the velocity
vector, at the expense of spatial 1esolution. However, for a given esolution and as long
as the number of looks is large enough, itis equivalent to trade one quantity for the other
since the noise reduction by a factor of N '/# is the same whether one takes the looks in
angle or rea space..

Given all the previous considerations, itscems appropriate to choose anintegration time
on the order of ~ 0.1 seconds for the 1} "1, AIRSARI-Baud ATIsystemn,

Range Resolution:

Two considerations put restrictions on thedesired 1ange resolution: one wishes to have a
coarse range resolution (of the same orderof magnitude as the azitnuth resolution) in order
to have to avoid making range migration corl ections; on the otherhand, if the range cell
is too large, points at the two extremnes of the ¢l mary have significantly diflerent Doppler
shifts, which will cause defocusing,.

The amount of range migration wit hin a thcintegration t iwne 7' is given by
A7 =7,7:=0Tsing (42

If the range resolution is denoted by I¢, an | werequire that the 1auge migration be smaller

than 1/10 the range resolution, oncderivest he following 1estrictionont he range resolution
R o> 1007 sing (43)

For the JPL AIRSAR parameters, auinteprationtime of 0.1 see, andanaziimuth angle of
3°, this implies that the range resolution st be greater than -~ 11
The interferometric phase diflerence over anintegrat ion per iod, ¢, canbe written in

terms of the incidence angle, O, andt hcazimathanglein the x-y plane, «, as
Q= ki . O 2kvT sin asin € (44)

Taking the derivative of this quantity withrespect to @, using the fact that 66 == R tan 6/ry,

and requiring that the interferomet ric phisce diflcrence during the integy ation interval and
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across the resolution cell be less than 71 /74, one derives the following restriction on the range
resolution

k< . 2 __ -
fivT sinasmf

(45)
Figurel 3b shows the maximum range1esolution allowed, given the maximum alowed inte-
gration time. Recalling that the acioss tr ack vesolutionis related tot he range resolution
by a factor of 1/ sin 6, one sees that, given the desired spatial resolutions, there is no major
practical restriction on the degradation of ranige resolution allowed to miuimize range walk
and to minimize the interpolationof t hediata. This is also advantageousin that onc may
take looks by subdividing the ret utn chir p spectrum in the frequency domain to obtain

independent looks of the same range cel | vhich are colocated.
5. MEASUKEMENT ACCURACY

Random Errors:

A Monte Carlo experiment was petloninedi vorderto t es{ the accuracy of the technique
outlined above as a function of thesurface velosity magnitude and onientation. The major
source of measurement error is duc to the loss of correlation between the two ATl channels,
For each azimuth angle, N, AT] mcasurcincrd pairs were simulated by generating pairs of
circular Gaussian random numbers of givercorrelat ion and shi fted i n phase relative to each
other as in equation ( 2 ). Using these data, the interfer ogramns were coniputed, averaged
over all the range samples, and theinterferometric phase wa.. cst iimated. IFinally, the vector
velocity was estimated by least squarcsiit ting, ) hiis process wasiepeated 103 times in order
to obtain stable estimates for the exrors and means.

We present the results here in tennsof the normalized velocity U= U /( A/7). Figure 4
presents a conversion table betweennormalized velocity and tr uc sur face velocity for the
various JPL AIRSAR ATI configurations  T'hrec magnitudes of the normalized surface
velocity were examined, U = 0.05, 0.1, 0.2 and the surface velocity dircctionwas allowed
to point at 0° 45", and 90° relative to the ante nna boresight direction. Notice that when

the velocity vector points along thelook direstion, anormalized velocity of 0.2 corresponds
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standard deviation can be approximated by its Cramer-Rao bound, which is given by [19],
R R B
V2R, 07

The solid lines in Figure 7 represent t he resal tofreplacing equation{ 48 ) in equation ( 47 ).

0q (48)

There is good agrecment between the analytic and the siimulation results, so that the accu-
racy of the velocity vector can be estimat edio arbitrary measurement configurations.

Translating the results in Figure 7into cal velocities by using Figw e 4, we see that it
is possible in principle to measut ¢ the 1}H1L:111( 1 component of the velocity to an accuracy
which is on the order of 10cm/s ona Shatia) scale of 65m x 65m.  This is accuracy is
already of oceanographic interest al spatial s ales much smaller t han those required by
most oceanographic applications. Since the velocity err or willdecrease linearly with the
resolution cell sire, this implies that velocity incasurements of the oxder of 1em/s accuracy
can be obtained by averaging to spatial scales on the order of (0.5kw)?

Motion Compensation Errors:

A detailed discussion of motion compensationissues is beyond the scope of this paper,
and will be discussed elsewhere (Jincland Rodiiguez, in preparation). Here, we present
results which arc applicable under the conditions assurned in Appendix B.

The primary effect of uncompensat ed maotion crrors will be on the interferometric phase,
with secondary (negligible) effects ont he synthetic apert ure pointing. We model the inter-
ferometric phase return with motion cornpensation errors as ¢ = @; -{ d'f"‘), where the last
term represents the phase due to uncompensated mot rou in the Jook dir ection. For short

integration times, wc model the motion corvpensation phase erron as

I s E b 1 <
(1) s 2k sy dtA -2-512} (49)

In the limit of many observations, onecanieplacc the summations in equations ( 61 ) and

(62) by integrals. The errors due to motion cornpensat ion can then be v ritten as

= ——— a! ) Lo~ -8
! 2k T0 Jotaty ' 2 VT g e
'lo/';’ I
1 pod alpdl td"f' )(i) 189,
6U“ [ S ‘I 's S e el (51)
2kt v (Tt dr 12 1 $us
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where T, is the total time used to observe thetarget while forming the velocity vector
estimate. These equations show that t he perpendicular cornponent of the velocity is sensitive
to the mean uncompensated path aud iheyadial acceler ation; the parallel component, on
the other hand, is sensitive to uncomipensat edradial velocities. The presence of the 1 /¢p
factor in the denominator of equation yickes the parallel component much more sensitive
to residual motion errors than the perpendicular colmponent.

An additional systematic source of error 15 due to misregistrat ion between the two
images. Since misregistration leads t o anapparent motion of’ one image relative to the
other,can also lead to errors inthe estimated velocity. If dzistherange or azimuth
misregistration, the induced error errorin cither component of the velocity is given by

¢

E (52)

7
Where U=U, when éz is a rangemisregistiation,andU=U when dxis an azimuth
misregistration. This type of misregistiationisnesent if the int erferometiic baseline or the

aircraft velocity are estimated mcorrect 1y.
6. VATI D EMONSTRATION UsInG THE JP']1. AT RSAR INSTRUMENT

In this section, we briefly presentye-ults of applying t he VAT1 algorit hm described
here to interferometric radar data acquiredusing the 1-band JI'l, Al RSAR AT] configura-
ion [16]. A fuller description of t he details of the processing, will be presented separately
(Imel and Rodriguez, in preparation).

The data used here was collected gy 1t he Curr it uck Sound (Nort h Carolina) which
lies north of Kitty Hawk Beach, the AlbennarliSound, anti Cape Hatteras (see Figure 8),
The JPL AIRSAR ATI instrument ficw int he south-east direction, roughly following the
western coast of the sound. 1-band A'Vidala were collected and pr ocessed using VATI
processing. Unfortunately, wc have no g1 ound-tath data for this site 1 Yue to the enclosed
nature of the Sound, however, wc assuinet hatflow in the Sound must be dominated by tidal
currents, which must be roughly pavallel to t he Sound axis. Inhomogeneities in the observed

currents can be due to interaction with t he boundaries, or with bot toi topography. The
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south-eastern section of the processed hnape as) cent ains data fr ony a coastal region on the
Atlantic Ocean. Wc expect the wave heiglitint e sound to below (with cor responding high
temporal correlat ion times). By contrast, we expect significant wave motionin the shoaling
region of the Atlantic Ocean, lead ing to shortestemporal correlation. We emphasize that,
due to the absence of ground truth data, these are merely speculations basedon “typical”
conditions.

Figure 9 presents the estimated vector velo tities after averaging, of the results over ap-
proximately (300m)2 The image brightnessis the unfocused SAR immage of the region after
equalization by a ramp in the range direction to compensate forincidence angle variations,
In this image, land can be seen as brighticaturesin the upper right hand (south-cast) and
lower left hand (north-west) corners. The dary patch in the south-east corner represents
returns from the small bay shownin}igure & 1n addition to thelandreturns, there arc
modulations in the returns fromthcewaterwhithecanbe as in-ight as the returns from the
land as well as lesser-modulations, It isyrotkuown whether these modulations are due to
bathymetric modulation of the wave specirunm or to local wind gusting,.

The vector velocities in Figure 9 show coherent structures inrange and azimuth. A
possibly spurious effect is the modulation bands in the parallel velocity which are visible
from near to far ranges, perpendicularto theairplane heading. This modulation is most
clearly visible at a distance of ~20kin alonp traci  Since these bands bave signatures in both
water and land, and for al ranges, they mav by due to uncompensated motion (details on
the motion compensation used are will be presented by hinel and Rodrigu ez, in preparation).

Figure 10 shows a histogram for t he t wo corponents of the velocities shiown in Figure 9.
These velocities are consistent inorderof magnitude with expected curnient velocities for
both the range and azimuth directions, although the along track component shows greater
estimation noise. The magnitude of the petpendicalar component, onthe other hand, shows
a hard limit in the histogram due towraparoundefiects of the phase diflerence and could
be potentially be removed using a phasc unwrapping algorithio [24]. As expected, most  of

the current is parallel to the Sound axis. vwhich changes from being at a slight angle to the
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flight direction, in the beginning of the pass, tobeing almost perfectly aligned with the track
direction in the western boundsy, t oward-theend of the pass (sec Figure 8). The largest
coherent feature of the current is astrong, component which is verynearly tangential to the
eastern boundary of the Sound. Thea e isalso & strong component loacated at about 5km
along-track: it is not clear whetherthisis anaytifact, or can beattributed to wind gusting
or the narrowing of the Sound at the northern boundary of the data t ake. Since the velocity
increase is only present in a small sectionof the water, and not through all ranges, it is not
very likely that it can be attributed tomotioncompensation errors, We note the presence
of coherent, velocity patches which ascinhomogeneously distributed intherange direction,
again arguing against motion compensationenors. These velocity modulations sometimes
coincide with brightness features (southernpart of the run), butare sometimes present
without any perceivable surface mauifest ation. Finally, we note the shoaling zone current
seems to be significantly noisier than the velocities in the Sound. T'his is probably duc to the
presence of strong wave motion or t ruccunentvariability. Nevertheless, the shoaling current
seems to follow the shoreline closely, inagrecmortwithintuitive expectations. Finaly we
note the presence of non-zero veloci ties oversorne of the land 1egions. The largest vectors
seem quite noisy and appear to beditectediagaiv st the main flow di 1ccl 011, whether there
is a physical mechanism due to these velodi tics, 0y whether they are measurement artifacts,

is an open issue.
7. C ONC)VSIONS

We have presented a new techmnique forncasuring vector velocities fromn moving ocean
surfaces using the angular diversity provided by the azi muth beamwidth of the ATl instru-
ment. We also presented a physical scatteringnindel for the measured velocity showing the
contribution of current and Bragg wave vilocities to the final mieasur ed velocities. System
and processor issues were also ad d ressed, arid sensitivity equations were der ived for both
components of the velocity. These equat ions apreed well with a siruulation of the mea-
surement. Using the parameters for t he P A L RSAR ] ist r ument. we showed that useful

measurements of the surface velocit y couldl ey rode, providedspat ial aver aging over a few
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hundred meters was performed. W c also analyred the effects of uncompensated motion,
and showed that this may be the doruinautcontiibut or to systematic errors in the parallel
component of the velocity. To deisoustr at ¢ t he techuique, we processed data taken over
the Currituck Sound (North ~an.dills ), ands)owed that the mecasw ed velocities showed
coherent effects which were not inconsistent wit)1 physical € xpectations. However,due to
the lack of ground truth, these obscrvations conld not be verified. We conclude that the
technique presented here is potentially ver y useful for ocean curs ent measurements. To
make the technique viable will requircvery good platfor m motion nieasurements. We be-
lieve that these measurements arc currently besoming feasible with t he use of differential

GPS coupled with accurate inertial navigationunits.
ArrEnnpix A

In this appendix we present the idea behind the AT algorithin from a spectral per-
spective. The range history of the point targe: as viewed from the first antenna is given
by

w0 o vy ol

After making a trandation to accountforthed icplacement betweent he two antennas, the

(53)

range from the second antenna to the targctis given by

To(t) = (',fml, (1 :: 70U )0 [(v -~ Ut - U,pf (54)

Had there been no perpendiculacomponenttathe velocity, t henone would have that
To(1) = r) (t — 6t), where 8t = Upr /(v U))) corresponds 10 a constant time shift between
the two signals. When U # O, therelationship i« nolonger exact, but can be approximated
by

U“ 0
~ . . ]I' R —— 55
ro(t) = ri(t- 6t)- U1 <l . UI) - 60) (55)

So that, in this approximation, the phase history for the second point target is equal to the a

time shifted version of the phase shift fat he fir sttraget multiplied by a pphase proportional
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to the perpendicular component, of t hcvelocity. The Fourier t ransforn of the signal from

the second antenna will then be given by

. Uy 0 S
Ly P A, - — .- e i i
/ U_l') ( v - l}”) 1](1 i (St) ¢ (56)

where G(1) is the antenna patter n. Making a (hange of variables, and applying the usual

(Q2) = /dt G(t) exp [~ 2ikry (1 - 61)] exp

stationary phase approximation] [18], one finds
ER(§) = exp [?1 KUy cosd) (“Mtﬁ/‘)(ﬂ) (57)

whrere a term of order Uy /v has been neglected in the perpendicular velocity term. Using
the fact that at the stationary point one can wiite € == 2k(v - U)j) sin ¢, we can write the

cross product of the two Fourier transforns as
Ery(Q) (E2(Q))" = [Fa(S)[Pexp [ 2tk (U,, singh -+ U cos </)] (58)

which is identical to the result obtained using t he geometrical approach

The additional insight afforded byt 1, csecondapproach ist hat one recognizes that
estimating the parallel velocity commponentisesuivalent to estimating a shift in the two
interferometric images in the along track directon by the amount Uy1. This point of view
can also give rise to different implexnent ations of the algorithm presented here. For instance,
if one uses conventional SAR method« toforyp the two images, thent 1w perpendicular
component can be measured by estimating the phase difference between the two images,
while the parallel components can beiveasured by finding the optimal along track shift
between the images. This along t] ack shift could be measured by local estimmation of the

along-track correlation peak.
Averunix B

In this appendix we derive the expectedstandard deviation of t he velocities assuming
that the beamwidth is small, and t he looks & e vuiformly sampled in angular space and are

symmetric relativel to the broadside direct inn
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In the small angle approximation, theinterferometiic phase canbe written as
;o5 2k (jUHQ"' 4 U_[) (59)

Assuming uniformly spaced synthetic8P¢t ures we canwrite

vl vAt
g (60)
o Po
for —(Naz —1)/2 <1 < (Nap - 1)/2. 1t i« casy 10 show that the least sqnare estimate for

the velocities is then given by

11\, 1]
R R R et ¢
Ui = 9 N, >§~ 2hn Ny ) (61

1 Y (e (@)

Ui 2%1 VAT Yot (62)
Assuming that the variations of the interferometiic phase about the meaw satisfy
(64;60,) == di503 (63)
the variance of the estimated velocities arcgiven by
TRV ©
oy, ] \/]-? oo ] (65)

Phi Wi/

where ¢y = vAtNaz/po, is the processing beanmwidth.
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TARLYES

Parameter ‘ C-Rand I-Band
Wavclcn&\- Ecm) 0 R ‘z_!4.(l
Azimuth Beamwidth (deg) 2.5 8§
Nominal Altitude (km) B¢ 8.2
Nominal Velocity (m/s) 234 215
Along-Track Spacing (m) IRE 19.8
Alengrhack Spacing (wavelengths) 3t 82
Nomimnal Revisit Times (msec) 45/2.0 _41/9

Table 1: Parameters forthe JP’1 ATRSAR AT1instruinent.
To maximize measurement secunsitivity, the 1, band confipur ation wit hthe

| longer revisit time was used in thispaper.
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FI1GUKE (LD APTIONS

Figure 1: Conceptual diagram of theincusurement conceptiorthe VATI technique.
The intervals between tick marks along the fiight path represent the segrments of data used
to form the synthetic beams (dashed lines) pointed at the surface pat chin the direction
n(¢), where ¢ is the azimuth angle. Yacliintericromet ric measurements is proportional to
the velocity vector projected on t helook directon.

Figure 2: For stationary tartgets ther ¢ exists an approximately linear relationship
between the azimuth angle, ¢,and the | 20PPerghift, 2(dashed line). When the target
moves, this relat ionship is shift ¢d 1y @/ = 24 U cos ¢, w here ¢ is t be interferometric
phase difference and 7 is the revisit. timc. Since @ can be measured intependently of €2, the
relationship between ¢ and €2 can be established (solid line).

Figure 3: (a) Maximum integrationtiine al lowed for unfocused SAR processing for the
JPL AIRSAR L-Band system. (b) lLargestiang: resolution alowed by the reystriction that
the Doppler signatures from the fiont aud back of the range. pixel have t he same Doppler
signature. The azimuth angle was assu yne. i t o 1,¢3.5¢ for bot h cases.

Figure 4: Conversion table betweentroeyadial velocity and norinalized velocity.

Figure 5: (a) Dwell time of a 7¢ antenna as & function of incidence angle. The nominal
3dB beamnwidth of the JPL AIRSAR I-Baud antenna is 8%, (b) Numnber of look angles per
dwell time and incidence angle given anunfocused SAR integration time of 0.1 sec.

Figure 6: (a) Azimuth resolutionas a funiction of incidence angle fora 0.1 second
integration time. (b) Number of rangelooksperazimut h resolution cellasa function of
incidence angle, and assuming a40MHz chirp bandwidth.

Figure 7: Estimated standard deviationof the parallel commponent oft he radia velocity
frorn Monte Carlo simulations (symhols) and t heory (solid line). The velocity vector can
point along the broadside direction, ¢ : (', at4} degy eestothe look direction, ¢ = 45°,
or along the velocity vector, ¢ =90°. Thenoralized inagnitudes of t he velocity were 0.2
(+), 0.1 (0), or 0.05 (A).

Figure 8: Map of the Currituck Soundregion in North Carolina The SAR swath is
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approximately given by the parallelogr aw in the middle of Currituck Sound.

Figure 9: Estimated vector velocities forthe Curt ituck Sound data The unfocused
SAR image is presented to help separate oceanandland returns. ‘1 hered vectors in the
upper right hand corner represent 2 /s 1adia) and azimuth veloci ties. Notice that one
needs to multiply the slant range by a facti01 1 7 sin@ =~ 2, where @ ist he incidence angle, to
go from slant range to ground spacing int hereange direction

Figure? 10: Normalized histograins of t e parallel (solid line) aud per pendicular (dashed

line) velocity components fo the Curit vek Sound data set.
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Conversion from Velocity to Normalized Velocity
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