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Abstract 

A high-performance computational imager based on inte- 
gration of CMOS active pixel imager array with on-chip 
signal processing and control via a new column-parallel 
architecture is presented. Unlike CCDs and other CMOS 
imagers, the sensor is capable of providing simultaneous 
image data from three flexible, partially overlapping, dy- 
namically reconjigurable regions of interest (ROIs) with 
different spatial resolution over a large field-of view (FOV) 
to achieve data-eficient operation with high update rates. 
The power dissipation depends upon reconjiguration 
modes, but is small even in the worst case. Unlike conven- 
tional computational imagers, the integration of processing 
circuitry does not trade with radiometric accuracy, nor 
does it impose any limit to scaling the imager size to larger 
format and smaller pixels. By eliminating the need for me- 
chanical pointing through floating-fovea support, the dy- 
namically reconfgurable vision sensor (DSRVS) enables a 
low-power staring vision system. By maximizing system 
throughput through intelligent data reduction and through 
real-time programmability, it meets the diverse and con- 
flicting requirements of search, identify and track vision- 
modes, and represents an eficient platform for high- 
bandwidth automatic target acquisition and tracking. 
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INTRODUCTION 
Vision systems for surveillance, vision-based navigation, 
automatic target recognition (ATR), and multi-target cueing 
applications are presented with an overwhelming amount of 
visual information. The complexity arises from the fact that 
it concurrently carries out a number of diverse visual tasks, 
such as search, detection, recognition, and multi-target 
tracking. Search requires wide field-of-view (FOV), track- 
ing requires fast frame rate data output from regions of in- 
terest (ROI), recognition requires high spatial resolution, 
while multi-target cueing requires all three of them concur- 
rently. These cannot be easily handled by imaging systems 
with conventional image sensors due to the serial nature of 
pixel access and the enormity of the data volume. For ex- 
ample, a large FOV system consisting of a million pixels, 
operating with an update rate of 1 kHz digitized to 10 bits 

will require a data output rate at a prohibitively high data 
rate of 10 Gbits per second, not to mention the enormity of 
data storage needed. On the other hand, a typical ATR 
scene in which the interesting information occupies only 
about 0.3% of the overall FOV. Thus, there is a great scope 
for improvement of sensor performance if the ROI can be 
identified in real-time and the sensor be smart enough to 
output data only from the region of interest, saving valuable 
time, and sparing costly processing and storage resources 
ill. 
In order to solve these complex problems, biologically in- 
spired imaging systems have traditionally attempted to in- 
corporate local processing circuits inside the imaging pix- 
els. Such approaches have led to the development of novel 
special-purpose imagers but with unacceptable image qual- 
ity as a result of increased pixel size, reduced optical fill- 
factor, and limited imager format [2, 31. Another approach 
is the use of foveal vision imagers that allow acquisition of 
image with varying spatial resolution that is coarser at the 
periphery and more refined at the center (the fovea). Al- 
though imagers with the pixel sizes scaled and organized in 
a foveal topology have been demonstrated [4, 5, 61, such 
devices provide only serial access, and consist of hard- 
wired (i.e. non-programmable) acuity variation. Conse- 
quently, such a vision system requires mechanical pointing, 
limiting its utility for miniature and high-speed operation. 
On the other hand, the incumbent imaging technology - 
charge coupled devices (CCDs) - is capable of excellent 
image reproduction, but is incompatible with CMOS proc- 
essing, and hence of integrated sensor implementation [7]. 
Furthermore, CCDs are high capacitance devices, requiring 
multiple high voltage clocks and biases, while providing 
only serial output without random access, and hence are 
unsuitable for active vision applications. 
The advent of CMOS active pixel sensor (APS) technology 
[8] shows great potential for overcoming both the above- 
mentioned limitations by integrating in one-chip both high 
performance imaging array (low noise, high responsivity) 
and embedded real-time signal processing and control cir- 
cuits for optimum real-time active vision system implemen- 
tation. New sensor technologies and architectures are 
needed for enabling such integration. In this paper, we pre- 
sent a real-time analog signal processing module integrated 
on the same chip as an imaging array to carry out recon- 
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Figure 1 : DRVS architecture with integrated high 
performance pixel array, column-parallel 
analog processing circuits, and column- 
parallel digital control circuits 

figurable vision for high-speed object acquisition and track- 
ing. 

RECONFIGURABLE VISION 
Dynamically Reconfigurable Vision Sensor (DRVS) 
architecture is shown in figure 1. It consists of a two- 
dimensional pixel array integrated in a column-parallel 
fashion to a low-power analog processing circuits that are in 
turn controlled by column-parallel digital control circuits. 
The imager is capable of multi-resolution, multi-ROI imag- 
ing at high speed. It is capable of simultaneously providing 
data from three partially overlapping ROIs, with the loca- 
tions and resolutions of the ROIs being dynamically recon- 
figurable by the user. By allowing placement of the high 
resolution window (“floating fovea”) anywhere within the 
FOV and by allowing real-time programming of its resolu- 
tion, the imager enables a low-power staring active vision 
system that meets the diverse and conflicting requirement of 
search, identify and track modes. Thus, the sensor can si- 
multaneously carry out scanning over a large FOV, and 
tracking over a small FOV at high update rate of > 1kHz. 
Due to the use of column-parallel architecture, smart resolu- 
tion adaptation is carried out without compromising imager 
performance, unlike that obtained in conventional biologi- 
cally inspired vision. 

Pixel design 
In order to minimize motion artifacts, the DRVS operates in 
snapshot mode (i.e. simultaneous exposure for all pixels), 
instead of a conventional rolling-shutter mode of operation. 
The snapshot photodiode pixel is implemented by adding 
an in-pixel storage capacitance (C,) that acts both as a 
frame buffer memory and as a sense node as shown in fig- 
ure 2. In this case, the photodiode converts the photons to 
electrons for a specified amount of exposure time. Follow- 

ing an exposure, the storage capacitance is reset by momen- 
tarily pulsing QRST-C. This is followed by simultaneous shar- 
ing of charges between the photodiode and respective stor- 
age capacitance by momentarily pulsing a s h = .  The expo- 
sure time can be varied independently of the frame read 
time by choosing the duration for which QRST-D is held low. 
The pixel sense nodes are readout in a row-at-a-time fash- 
ion. The pixel amplifier, which is a simple selectable 
source-follower with a common-column load, draws current 
only when a particular row of pixels is selected, and the 
output is sampled on a per-column basis at the bottom of 
the column. Differential readout of the pixel enables cancel- 
lation of pixel-to-pixel offsets MOSFET threshold voltage 
(V,) mismatches, and suppression of flicker noise. 
Radiometric accu- 
racy requires that 
both C, and Cd are 
reset to the same 
potential. In order 
to achieve this c~~~ 
without sacrificing 
dynamic range, the 
pixel operates in 
flushed-reset 
mode. In order to 
enable flushed- 
reset during a 
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global reset of in- 
pixel diodes, a Figure 2: DRVS pixel schematic 
dummy pixel is selected [9]. 

Dynamic foveal reconfiguration 
Resolution reconfiguration is carried out by averaging a 
block of mxm neighboring pixels to generate a super-pixel. 
A super-pixel represents a spatially low-pass-filtered ver- 
sion of the actual scene. Variable resolution can also be 
implemented by sub-sampling the array, which simplifies 
processing, but only at an unacceptable cost of image alias- 
ing. Image aliasing leads to both false-positive and false- 
negative object identification. 
Pixel outputs are sampled on sampled-and-hold capacitors 
Csh in parallel during every row-phase. Averaging is carried 
out in a passive capacitor array [lo] organized in differen- 
tial column-parallel fashion as shown schematically in fig- 
ure 3. The mxm block average is computed in two steps. 
First, the average for m pixels along the column direction 
for a given row of pixel values (row-averages) are com- 
puted, and stored on a set of column capacitors (C+ and C- 
). Once the computation of individual row-averages for a 
super-pixel block is over, average of the row-averages are 
computed to generate the block-average or the super-pixel 
value. Generation of row-averages requires each Csh to be 
connected to its nearest neighbors by means of a switch 
controlled by column-generated Qmw-ave(i). The size of su- 
per-pixel is determined by the bit-pattern on QmW-,,(i) that 



Figure 

connected together. 
Since the pixel is read out differentially, row-average is 
generated separately for the pixel reset values and the pixel 
signal values, controlled by (Ddump(i)'s. Block-average is 
generated by pulsing appropriate sets of Qco1-Ave(i)'s high. 
For a given super-pixel size, the bit patterns for (Dmw-ave(i) 
and @)col-Ave(i) are identical, and do not vary from one row 
to another. The row-dump patterns [cPdump.,+(i)] are shifted 
by one bit for every row operation. The capacitors are reset 
at the beginning of a block average generation by momen- 
tarily pulsing (DCR(i) high. In order to allow low-power op- 
eration, source follower bias current is turned off in col- 
umns that lie outside the user defined ROIs. This is accom- 
plished by using the column decoded (Dpwr-save(i) control 
signals. 

Control circuits 
The imager is designed to support only a selectable number 
of ROI resolutions, with the resolutions scaled in a binary 
fashion from 1 xl  to 32x32. Multiple adjoining super-pixels 
can be grouped together to create arbitrarily large ROIs. 
The complexity of the column-control logic arises from the 
facts that the super-pixel sizes of ROIs may be different 
requirement, that the ROI start-addresses are arbitrary, and 
not integer multiples of super-pixel size, and that efficient 
and high-speed handling overlapping ROI addresses are 
necessary. The first condition implies that capacitors (C+ 
and C-) may be reset or shared at different instants depend- 
ing upon individual super-pixel sizes. 
Figure 4 schematically shows the column control block, 
consisting of six sub-blocks. Since separate control signals 
are needed for ROI-1 and ROI-2, address-range (i.e. the 

extent of the window in the column direction) for each win- 
dow [Wl-range(i) and WZrange(i)] is generated first from 
the ROI column start and end address using a nearest 
neighbor EXOR-based logic. The averaging bit pattern 
[Ave-In(i)] for a given super-pixel size is generated inde- 
pendently, and then aligned with the address-range, and the 
resulting bit-pattern is stored in column latches. An efficient 
realization of the shift-and-align operation is through the 
use of a 32xn diagonal switch array, where n is the total 
number of imager columns. The diagonal switch array uses 
the ROI start address to align the averaging bit-pattern with 
the ROI. The shifted bit pattern is then ANDed with the 
corresponding ROI address-range pattern to generate col- 
umn-based row- and block-averaging control signals, that 
are subsequently latched. 
Unlike the averaging control signals, the dump control sig- 
nals are shifted by one bit once every row. On the other 
hand, no switch network for alignment of row dump address 
is necessary, since dumping into C+ and C- does not have 
to be carried out in any fixed sequence. As long as every 
row dump operation accesses a different set of column stor- 
age capacitors, super-pixel value will be generated cor- 
rectly. The dump control signals are shifted using a recircu- 
lating shift-register, with dump control being latched sepa- 
rately for both ROIs after ANDing them with the respective 
address ranges. 
On-chip power dissipation is minimized by sampling only 
those columns that contain active ROI data. For this pur- 
pose, an additional control line is used to disable the unnec- 
essary column source-followers during row sampling. The 
pixel size is primarily limited by the need for accommodat- 
ing all seven column-control lines, and is about 12 p for 
advanced 0.5 pm CMOS process. 

IMAGER TESTING 

Resolution reconfiguration circuit control ! 
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Figure 4: Schematic block diagram of column control 

circuit 



A 256x256 snapshot photodiode-based CMOS imager in a 
12 pm pitch and with on-chip variable resolution ROI gen- 
eration and control circuits was implemented in 0.5 micron 
technology. Figure 5 shows the photomicrograph of the 
imager. The area occupied by the column-parallel process- 
ing and control circuits is small - being less than 3 mm in 
height. An important feature of the imager architecture is 
that the processing and control circuit size is fixed in verti- 
cal direction, and does not grow with increasing imager 
format, indicating its compatibility with large format imag- 
ers, unlike those implemented with biomorphic architecture 
[ 111. Moreover, the integration of on-chip processing cir- 
cuitry has not compromised any imager performance, as 
summarized in table 1. 

Table 1. Summary of DRVS Performance 

Characteristics 
Format 

the smear to insignificant levels (<0.5%), while previously 
reported results [13] for a pixel without built-in field indi- 
cate unacceptably large amount of smear (>lo%). 

DRV demonstration 
Figure 7 shows the image of a bar-pattern captured with the 
DRVS chip. The full-resolution image shows excellent 
photometric quality. The reduced resolution images on the 
right demonstrate the need for signal processing (pixel av- 
eraging) during resolution reduction. Figure 7 also indicates 
that sub-sampling for resolution-reduction is clearly unac- 
ceptable, since it introduces false information generated 
through aliasing. Such problems are greatly mitigated in the 
super-pixel resolution reduction approach, as shown in the 
top-right image in figure 7. Thus, super-pixel based recon- 
figurable vision is of great importance for ATR and track- 

Value Comments 
256’ 1024’ in design 

Update rate 
Ouantum eff. 

I Pixel size I 12 um I ~ 1 0 . 5  WCMOS I 
>1 kHz Maximum 

35% @ 600nm 
Read noise 

Saturation level 
< 60 e- 

> 150ke- w/3.3V oueration 
I Fixed uattern noise I <0.1% I Norm. to saturation I 

Smear 
# of windows 

<OS% Snapshot operation 
3 Partial overlar, 

Super-pixel size 
Power dissiDation 

The imager shows excellent radiometric performance, and 
good dynamic range (- 70 dB). The read noise is higher 
than that achieved with conventional photodiode pixel [ 121. 
The increased read noise is a result of charge sharing within 
the diode causing charge partition noise, and separate reset 
of the sense node and the diode. The increase noise is, how- 
ever, only -2x compared to conventional kTC noise, partly 
because of proper sizing of the in-pixel capacitors, and 
partly because of flushed-reset, that enables sub-kTC read 
noise per reset [9]. 

Image Smear 
A key issue with snapshot pixel is smear. Since the expo- 
sure time is, in general, smaller than the frame read time, it 
is important to prevent the photogenerated charges in the 
diode from diffusing into the sense node that stores the 
frame illumination information. Any diffusion will intro- 
duce errors in the stored value, leading to smear. The snap- 
shot pixel contains a built-in field to prevent photoelectrons 
generated in the diode from reaching the sense node, 
thereby suppressing smear. Smear is measured as the 
amount of excess charge integrated on the sense node nor- 
malized by the illumination strength. Figure 6 shows a plot 
of smear as a function of the signal at the diode. It is clear 
from figure 6 that the built-in field is effective in reducing 
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Figure 6: Measured pixel smear 

ing applications. 
While higher speed CMOS imagers have been developed 
[14], they are not suitable for ATR applications, since 
enormity of their data volume provided by such imagers is 
enough to overwhelm any downstream ATR processor. On 
the other hand, through flexible and dynamic imager multi- 
acuity reconfiguration, DRVS provides an extremely useful 
sensor platform for ATR applications. Figure 8 shows the 
image output of the DRVS operating in simultaneous wide- 
FOV search & scan and narrow-angle tracking mode at 100 
Hz frame rate. The wide-FOV consists of a 8x8 super-pixel 
output from ROI-0, while the two floating variable- 
resolution windows output from ROI-1 and ROI-2 enable 
high-resolution and high speed tracking, the size of ROI- 1 
being 19x19, and that of ROI-2 being 32x32. While the 
wide-FOV data is of low-resolution, its information content 
is sufficient for a correlator-based processor to detect and 
track human faces. Thus, by simultaneously supporting 
flexible scanning and tracking, the chip allows maximiza- 
tion of system throughput by intelligent data reduction, and 
enables efficient and high-bandwidth ATR implementation 
1151. 



Figure 7: Demonstration variable resolution DRVS 
imaging. Figure on the left is captured at 
full-resolution, top-right with a super-pixel 
size of 8x8, and bottom-right with 8x8 
sub-sampling 

Power dissipation 
Power consumption was calculated by measuring the aver- 
age current flowing out of the power supply (digital and 
analog included), and multiplying it with the power supply 
voltage (3.3V). Figure 8 shows the dependence of power 
consumption on the pixel output rate, parametrically with 
super-pixel sizes. The data is captured from a full imager 
frame. The power consumption is low, maximum being 
around 30 mW. Power dissipation increases with the output 
rate as expected, but also with the super-pixel size. This is 

Figure 8: Simultaneous scan and track with DRVS. 
Image on top is from ROI-0, with two em- 
bedded high resolution windows from 
ROI-1 and ROI-2 

because the frame rate increases for larger superpixel sizes 
due to reduction in the amount of data to be read out from 
the focal plane. As a result, for the same output data rate, 
power consumption increases with an increase in the super- 
pixel size. In fact, energy per frame reduces with increasing 
super-pixel size, since frame rate falls faster than the in- 
crease in power consumption per frame. At a pixel output 
rate of 4.16 MHz, energy per frame is - 2p.l for 1x1 super- 
pixel size, and -0.05 p.l for 32x32 super-pixel size. 

CONCLUSION 
We have presented a large-format reconfigurable multi- 
ROI, multi-resolution CMOS imager implemented with a 
new column-parallel processing and control architecture. 
The imager is capable of simultaneously imaging from 3 
separate ROIs with user-selectable and dynamically recon- 
figurable resolutions. Update rates in excess of 10 lcHz can 
be reached with less than 30 mW of power, including the 
processing and control electronics. A new snapshot pixel 
suppresses diffusion-related smear to less than OS%, indi- 
cating its utility for imaging with low-contrast scenes. 
Unlike conventional computational imagers, the incorpora- 
tion of signal processing and control circuits does not de- 
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Figure 9: Power dissipation for different super-pixel 

grade optical performance, but enables data-efficient opera- 
tion with high update rates from a large field-of-view. By 
eliminating the need for mechanical pointing through float- 
ing-fovea support, the dynamically reconfgurable vision 
sensor (DSRVS) enables a low-power staring vision system. 
By maximizing system throughput through intelligent data 
reduction and through real-time programmability, it meets 
the diverse and conflicting requirements of search, identify 
and track vision-modes, and represents an efficient platform 
for high-bandwidth ATR and tracking. 
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