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ABSTRACT: This paper describes a measurement methodology developed for assessing the readiness, and 
identifying opportunities for improving the effectiveness, of distributed collaborative design team teams pre- 
paring to conduct a concurrent design session. In addition, the methodology can be extended to evaluate the 
impact of mu1 tiple new technology introductions on the effectiveness of the same design t e a m .  

1 INRODUCTION 

'The state of the art in engineering design is the 
use of collaborative engineering teams and more re- 
cently the use of distributive collaborative teams. 
NASA's Jet Propulsion Laboratory (JPL) has used a 
collaborative engineering team (Team X) to develop 
and evaluate deep space mission conceptual designs 
since 1995. In the past few years, JPL has been ex- 

~ ploring the effectiveness of distributive design ses- 
sions with NASA's Goddard Space Flight Center 
(GSFC) and Johnson Space Center as well as the 
European Space Agency. The impact on JPL's abil- 
ity to generate conceptual designs and mission pro- 
posals has been extensive. Tasks that used to re- 
quire 6 to 12 months and as much as a million 
dollars now are completed in days to weeks and cost 
about $50K to complete. The approach has proven 
so successful that it has been expanded into the de- 
velopment of collaborative engineering teams for the 
design of instruments, ground systems and mission 
formulation teams. However, as these teams start to 
reach maturity and as problems occur in the early at- 
tempts with distributive teaming, questions start 
arising as to how to improve the effectiveness of 
these teams. 

Improving the effectiveness of engineering teams 
requires improving the effectiveness of team mem- 
bers as well as how they interact or collaborate as a 
team. What is required is to systematically measure 
the impact of an intervention on the team's working 
processes as well as its current state. Unfortunately, 

* The work described in this paper was performed at the Jet Propul- 
sion Laboratory, California Institute of Technology and Goddard 
Space Flight Center, National Aeronautics and Space Administration. 
JPL is under contract with the National Aeronautics and Space Ad- 
ministration. 

few design teams attempt to measure their perform- 
ance, thinking that it is impossible or too difficult. 

This paper will discuss how our collaboration ef- 
fectiveness measurement methodology was devel- 
oped, as well as the general principles behind the de- 
sign of the methodology and how it can be 
customized and applied to different collaborative 
applications. We will conclude with a brief discus- 
sion of some actual results arising from use of the 
methodology. 

2 MEASUREMENT METHODOLGY 

2.1 Approach 

a measurement methodology that could be used to: 
The objective of the design effort was to develop 

. Evaluate two or more team's "readiness" to 
conduct a distributed, concurrent design ses- 
sion; 
Prioritize opportunities for improvement in 
the collaborative design environment; and 
Assess the impact of the application of new 
technologies within the context of the col- 
laborative design environment. 

In addition, the measurement methodology had to 
enable relatively rapid scoring, grouping and dis- 
playing of results. The measurement instrument is a 
structured questionnaire designed to be applied to 
multiple design session phases and to enable multi- 
ple evaluator's displays of results. When imple- 
mented as an on-line survey capability, knowledge- 
able evaluators could complete it quickly and obtain 
immediate summaries and comparisons of their re- 
sponses with other participants or to other time peri- 
ods. 

. 
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Depending upon the actual implementation ap- 
proach utilized, this rapid data collection methodol- 
ogy may sacrifice collecting the detailed information 
necessary for pinpointing specific process improve- 
ment opportunities. In such cases, it is assumed that 
once a problem area is identified utilizing the ques- 
tionnaire, further investigations will be undertaken 
by the collaborative process managers to isolate the 
specific details of the problem and initiate actions to 
resolve or mitigate them. Alternatively, process im- 
provement details can be collected on the question- 
naire from the evaluators, but that will slow down 
the data collection process. 
2.2 Measurement Instrument Structure Overview 

The methodology described in this paper utilizes 
a structured measurement instrument that can be 
used to evaluate the preparation, the concurrent de- 
sign session effectiveness2, and, finally, the comple- 
tion and close-out of the design session products. 
To comprehensively evaluate a particular design 
session's effectiveness, multiple attributes or dimen- 
sions must be assessed. The instrument described il- 
lustrates these multiple dimensions, based on con- 
current space mission design sessions conducted by 
teams at JPL and GSFC. However, as discussed be- 
low, all components of the methodology, including 
all components of the questionnaire, rating scales 
and the rating approaches, can and should be cus- 
tomized for application to different collaborative en- 
vironments and applications3. 

The instrument structure consists of areas, at- 
tributes and attribute elements. These are dis- 
cussed in detail in the next section. The areas iden- 
tify the major categories of importance to enabling 
an effective design session. For example, key prepa- 
ration categories can include major categories such 
as defining customer objectives, evaluating the dis- 
tributed collaborative infrastructure, or planning the 
design process. Key close-out categories can in- 
clude issues of collaboration effectiveness and fol- 
low-up in addition to an evaluation of the process 
preparation effectiveness after the session has oc- 
curred. Each area consists of two or more attrib- 
utes. The attributes are the key measurement cate- 
gories for each area--they are the level at which the 
evaluators assign a score. Finally, each attribute 
contains attribute elements. The attribute elements 
are questions relevant to the attribute. They serve to 
remind the evaluator of the dimensions of the attrib- 
ute. 

In the context of this paper, "improvements in  effectiveness" is used 
in its broadest sense; Le., it can refer to improvements in the quality of 
products produced by the collaborative team and/or improvements in 
the time taken to produce those products. 

Anyone who is interested in obtaining the JPL forms can con- 
tact R. Wheeler.  T h e  forms will need to be  customized to your 
organizational environment. 

2.3 Populating the Questionnaire 

The areas, attributes and attribute elements illus- 
trated in this paper were derived from systematic ob- 
servations, and participant debriefings, of actual 
concurrent mission design sessions conducted by 
teams at JPL and GSFC4. Both organizations regu- 
larly conduct concurrent design sessions lasting 
about a week. The design teams are similar in struc- 
ture, consisting of ten or more mission and space- 
craft design disciplines, each assigned to a particular 
workstation in a concurrent design facility. Both or- 
ganizations utilize a facilitator to guide and manage 
the concurrent design session in their respective fa- 
cilities. 

Two collaborative design sessions utilizing both 
teams were observed, each lasting about a week. 
They involved mission and spacecraft design pro- 
posals being jointly developed by the two organiza- 
tions. Experienced observers were stationed at both 
facilities during the design sessions. Detailed obser- 
vations describing the interactions among collabora- 
tors and their supporting infrastructure were re- 
corded in real time by the observers. In addition, 
they interviewed design session participants when 
they had available time concerning their impressions 
of the collaboration effectiveness and supporting 
technology infrastructure. Several weeks after the 
design sessions were complete, the same observers 
interviewed key participants, including the facilita- 
tors and the customers, asking them to comment in 
retrospect about the design session effectiveness: 
what worked, w h t  didn't work and Thai needed iin- 
provement . 

The results of the design session observations and 
interviews were grouped into the categories de- 
scribed in the measurement instrument structure de- 
scribed above. The specific areas and attributes 
identified in this case study are illustrated in Figure 
1.  Five areass -- defining customer objectives, get- 
ting technical requirements, planning the distributed 
collaborative design process, evaluating the distrib- 
uted collaborative infrastructure and getting ready 
for the distributed collaborative design session are 
used for a pre-session evaluation to assess team 
readiness. These areas are used again in the post- 
session evaluation to assess preparation effective- 
ness. In addition, five other areas--initial briefings, 
issues of leadership, team dynamics, process dynam- 
ics and follow up are added to assess design session 
and close-out effectiveness. 

Figure 2 illustrates examples of the attribute ele- 
ment questions. The element questions are mainly 
used to remind the evaluator of likely dimensions of 
the attribute. When he or she rates the attribute, he 

Special thanks to Ellen Herring and John Martin of GSFC for 
participating in the data collection and reduction process de- 
scribed in this example. ' Only three areas are illustrated in figure 1. 



may want to note what element of the was consid- 
ered the key "driver" behind the attribute rating. 

Attribute I Area I Attribute Attribute Elements 

I IPurpose of collaboration 
Al.1 

collaboration 
k1 Defining Customer obmlDefinition of design session objectives iectives 

tive effort? Will the session be a design 
oca  ''new'' system or review of an exist- . ing system? I 

Competing objectives of multiple cus 
tomers 
Requirements negotiation 

Documentation of technical require A2 Getting Technical Re- lneilts 
quirements 

Pre-existing designs 
Technology needs 

A1.2 
Definitionof 
design session 

objectives 

A4.1 
Procedures 

for communi- 
cating be- 

tween teams 

A4.4 
DatdInforma 

tion Elec- 
trouic Ex- 

change 

A4.5 
Shared tools 

Have the distributed team lead- 
ers/facilitators met with the sponsor to 
determine the objectives of the collabo- 
rative design session? Do the team 
leaders agree on the objectives of the 
session? Have the team leaders docu- 
mented agreed-upon objectives of the 
design session? 
Have the communications procedures 
been worked out? Have speaking and 
identity protocols been developed and 
have the teams been trained i n  their 
use? Are there mechanisms and procc- 
dures for electronically contacting indi- 
viduals separately from the group? 
Can all information be shared and re- 
viewed by the group in real time? How 
will electronically generated informa- 
tion be exchanged and displayed in real 
time? ... Are groupware and procedures 
identified that enable "screen" sharing 
between distributed sites?. . , 
Is there common software that teain 
members can use for collaboratively 
developing their designs and products? 
If different tools are L I S C ~ ,  are there 
agreed-to standards Ibr exchanging re- 
sulting products in real time? Is there a 
tool unique to one team that will be 
used in the desirrn session? 

In3 Team Dvnamics /Team Unity 

A3 Planning the Distrib- 
uted 

I_ 

Cultural evaluation 

Figure 1: Some Key Areas and Attributes 

2.4 Scoring 

The measurement instrument is exercised by util- 
izing two or more evaluators to assign a score to 
each attribute identified in the pre- or post-design 
session instrument. The selection of evaluators and 
the type of rating scale depend upon the desired final 
use of the results. In the simpliest case, evaluators 
simply might want to understand the readiness of 
participants for a distributed design session. Appli- 
cation of the measurement methodology might util- 
ize local and distal team leaders to rate each of the 
attribute elements using a three-point scale (say, 
high, medium or low readiness). Another applica- 
tion might be a pre- and post session comparison to 
rate the impact of some change introduced into the 
design process. The scorers in that case might be 
the team members. The most sophisticated use of 
this methodology would be for selecting and evalu- 
ating the introduction of multiple technology and 
process upgrades into the design team environment. 
Application of this approach would likely require 
the use of multiple evaluators trained in the applica- 
tion of the measurement instrument. It would also 
require more discriminating rating scales of at least 
five-points to ten-points, as illustrated in the hypo- 
thetical example in Figure 3. 

Collaborative Design 
Process 

B1 Initial Briefings 

B2 Issues of Leadership 

Area 

Roles and responsibilities 
Design session process 
Customer Availability 
Pre-session agreements and information 
Customer (Technical) Briefing 
Design Session Management 
Team Management 

Al.  
Defining Cur 
tomer Ob& 

tives 

A4. 
Evaluating 
the Distrib- 

uted Collabo 
rative Infra- 

structure 

B4 Process Dynamics 

B5 Follow up 

Evolution of the group process 
Benefits of collaboration 
Achievement of session objectives 

, 11s there a clear reason for the collabora-1 

Figure 2: Measurement  instrument  Structure 

3 APPLICATIONS ' 
Regardless of the scale used, the results can be 

rank ordered by attributes, evaluators, gaps between 
the evaluators or by time periods. In all the exam- 
ples illustrated below, each attribute is rated using 
two ten point rating scales (see Figure 3). The first 
scale is always attribute importance. The second 
scale measures the outcome parameter of interest, 
for example, readiness (or capability) or collabora- 
tion effectiveness. A ten point rating scale is rarely 
used in formal surveys because human subjects can- 
not reliably discriminate ten distinct intervals. 
However, in this case, because relative comparisons 
rather than absolute outcomes are the parameters of 
interest, a ten point scale is used to help "spread out" 
the outcome scores. The reader should be cautioned 
that a five to seven point scale should be used if ab- 
solute scores are more important than relative com- 
parisons. 

' All of the scoring examples provided in this paper are hypo- 
thetical. 



Area Attribute Attribute Elements 

Process 
Improvement Readiness Attribute Opportunity for Attribute 

Process 
Importance Readiness Improvement Opportunity Score 

Score 

lmnortence scale capsbmy soate 
1 , (5 , g ~ o  , , , , glo Maximum Capability Opportunityfor 
1 1 t 1 1 1 1 1 1 1  , , , , I  I I I O l  Improvement x Capability minus 

L- - I*# ,- - ... 
W,'. --'. L I W m  e,*- Existing Capability Importance importance 

AI. Defining 

Objectives 

Purpose of 
Is there a clear reason for the collaborative effoti? 

review of an existing system? 

Have the distributed team leaderdfacilitators met 

Customer collaboration Will the session be a design of a "neV system or 7 5 5 35 35 

A,,2 Definition of Mth the sponsor to determine the objectives of the 
collaborative design session? Do the team leaders 
aaree on the obiectives of the session? Have the a design 

.. . a 2 16 64 
ob'ect1ves team leaders ddcumented aareed-uoon obiectives of 

the design session? 

Have the communications procedures been wrked 
4. Evaluating the out? Have speaking and identity protocols been 

Distributed developed and have the teams been trained in their 
Collaborative between teBmS use? Are there mechanisms and procedures for 
Infrastructure electronically contacting individuals separately from 

........................................................................................ 
M,, Procedures for 

communicating 4 6 4 16 24 

Can all information be shared and reviewed by the 
group in real time? How mill electronically generated 

Electronic Exchange time? ... Are groupware and procedures identified 
that enable "screen" sharing between distributed 
sites? 

9 10 0 0 90 
M.4 Datallnformation information be exchanged and displayed in real 

Is there common software that team members car 
use for collaboratively developing their designs and 
products? If different tools are used, are there 
agreed-to standards for exchanging resulting 
products in real time? Is there a twl unique to one 
team that mill be used in the design session? 

10 4 6 60 36 ~ , 5  Shared 

Figure 3: Scoring Methodology for Evaluating Design Session Preparation 

Figure 4 illustrates an example of applying the 

for an upcoming concurrent design session using 
distributed design teams. In this case appropriate 
team or process managers complete the question- 
naire, scoring each attribute on importance and 
readiness of their design team for the upcoming de- 
sign session. The final score for each attribute is 

iiICtk9dO:Ggji to prCpZiikg 2 "rC2diiiCSS ZSSCSSmCiIt" 

Area Attribute Readiness Score 

10 20 30.40 50 €0 70 80 90 100 

&I. Defining Customer Objectives A1.l Pulposeof collaboration 

A1.2 Definition of design 
session objectives 

2.1 Requirements negotiation 

2.2 Dmumentation of 
technical requirements 

--_.-_.-..-..-..-..-..-..-*.-..-..-..-.. 
A2. Getting Technical Requirements 

i >  
A3.2 Roles and : /  I 

M. Evaluating the Distributed -" '"I 

Collaborative Infrastructure communicating between 

I /  
M . 2  Audio infrastrwture 

M.3 Video Infrastructure 

M.4 DaWlnformation 
Electronic Exchange 

M.5 Shared tools 

0 

obtained by multiplying the inzpovtarzce score by the 

trated, all of the evaluators scores are averaged, al- 
though gaps can be identified by displaying individ- 
ual evaluators scores. By agreeing in advance to an 
arbitrary cut-off point (say, 30 is selected as the 
"minimum readiness cutoff'' level), process manag 

ye(&flesj (01 cq&jilitjij score. In the exaq j :e  ilkus- 

Prea Attribute 

Figure 4: Readiness Assessment Results Figure 5: Process Improvement Opportunities 



ers can identify for discussion and possible mitiga- 
tion in advance of the design session specific areas 
the teams are not ready to effectively collaborate. 

Figure 5 illustrates an example of applying the 
methodology to identifying process improvement 
opportunities prior to a concurrent design session. 
The scoring and scorers are identical to that 
discussed above. However, this time the final score 
is calculated by multiplying the importance score by 
the opportunity for process improvement score. 
This score is merely the inverse of the readiness 
score, that is, the maximum score that can be 
obtained for readiness (in this case, 10) minus the 
actual score for that attribute. The idea is that the 
further away a particular attribute is from it's optimal 

capability, the greater the opportunity to improve it. 
Of course, the score has to be weighted by its 
relative importance so that the most important 
opportunities with the highest yield improvement 
opportunities are identified. 

Evaluation of the design session effectiveness em- 
ploy pre and post scoring of the concurrent design 
session. Figure 6 illustrates an example of the scor- 
ing methodology for evaluating design session effec- 
tiveness. Process preparation effectiveness is scored 
before and after the design session; collaboration ef- 
fective effectiveness is scored after the design ses- 
sion. 

Program 
Opportunityfor Effectiveness lrrproveme 

Cd'aboration Programlnprovement sc~re Opportunii 

Attribute Readiness Attribute 
Attribute Elements Area Effectiveness 

soore 
score '" Effectiveness Attribute 

aatdlnfwmatim 
Eledrmic Ex- Are g r m p e  ard pmcedurs iderffified 

that &e"screen" sharingtzhem 
distributed sits? 

exchanged &2 displayed in ea tire? ... 

Was there a dear re.=sm tor the 
B'? Defining 81.1.1 Pumaseof mllabaativeeHort?Wast~sessicnbea 

............................................... . __-_.-..-..-..-..-.._.._..-..-..- 
Have tkmmrunicaiicns p&res 

I I  . L . .. d e d  an? Have s&rc ard identi 

............................................ 

82 Collaborative Effectiveness 

6 5 5 7 30 

5 3 7 3 35 BL I L ussmln3 
(Tedlnlcal, Bnef,ng issues7 Were mnpleting dq&ives deatly 

identified ard ononti& Weretk r a m  
for mllabaatim dearly e@a& to the 
design teams7 

Figure 6: Scoring Methodology for Evaluating k i n g  Session Effectiveness 



B1. Process Preparation Effectiveness 

Process Preparation Effectiveness 

Score * 
i o  20 30 40 50 60 70 80 90 i n  

Area Attribute 

81.1. Defining Cudomer Obiectives 81.1.1 Purpose Of collaboration 

BVlid 2 Srore 

81.1.2 Definition of design session - -. . - . . - . . - . . -. - -. 
01.2. Gelling Technical Requlrsments 81.2.1 Requirements negotlallon 

81.2.2 Dmw"ta1Ion of lechnlcal 
ieoulrements 

81.3. Planning the Dlslrlbuted 
Collaborative Deslgn Process 81'3'1 

81.3.2 Roles and rerponslbllllles 

81.4.1 Procedures tor 81.4. Evaluating the Dlslributed 
COllaborallvB Infraslructure communicating between teams 

81.4.2 Audio l n f r a h t r ~ ~ l ~ r e  

81.4.3 Video Infrastructure 

81.4.4 Datallnformatlan Eleclronlc 
Exchange 

81.4.5 Shared l w l s  

Figure 7: Preparation Improvements over Time 

Figures 7 and 8 illustrate an application of this 
methodology to multiple technology builds up- 
grades. Readiness is assessed prior to the first build 
and thereafter after each build or upgrade delivery. 
Design session effectiveness is assessed after a de- 
sign session is conducted utilizing a new upgrade. 

Figure 8: Design Session Effectiveness Improvements over 
Time 

INITIAL STUDY RESULTS 

During the first JPL-GSFC study, problems 
arose with virtually every aspect of the design ses- 
sion including requirements specification, audio 
communication, video communication, major proc- 
ess differences, tool differences, and basic file trans- 
fer. In spite of all of this, the study was concluded 
relatively successfully. 

Finally, this methodology can be used to adjust pro- 
gram strategies as illustrated in figure 9. 

B. Evaluating Design Session Effectiveness 

An"bute Prcgram lnprovement Qymtunitic 
sc" Area 

.' F21.1 PIpsessm 
a g W s  and infomation *.+* 

BL1. Initial Briefings 

~ 1 . 2  a s t o m r p c h n i c a l )  

E 2 1  DesignSessim - 
6 2 2 2  TeamM.nagwnent 

824.1 EYdMion ofthe y iwp 

p"ess 
8 2 4 2  Benefts of 
mllabwdion 

Briefing f ' 

'...... .............,~ 0 
122lssuesofLeadership 

,. . .e* 
123 Team Dynamics F23.1 Teamunity 

3 2 4 P m e s s m c s  
.....' 

.....e 

t 

Figurc 9: IdcntXying Priorities 

Later analysis indicated that the collaborative fa- 
cilities needed to be rearranged and the design proc- 
ess needed to be modified to better support distribu- 
tive collaborative design. The main changes 
recommended were: 

1. High quality audio communication with the 
ability to make presentations to both teams si- 
multaneously and the ability to support multi- 
ple sidebars (small groups formed in real time 
to solve issues that crop up during the design 
session). 

2. Clear simultaneous presentation of the prod- 
ucts being developed with the ability to edit 
from both sites. 

3. Well defined communication process and roles 
to reduce confusion. 

4. Better pre-session work and clear customer re- 
quirements. 

IMPLEMENTATION 

Based on what was learned from the initial study 
and the development of the measurement instrument 
it was realized that the methodology need to be 
standardized and made available via computer dis- 
plays for ease and efficiency of data input and dis- 



play of the results. The measurement tool and 
methodology described in this paper has been im- 
plemented as a web-based on-line questionnaire to 
assess the "readiness" of JPL and GSFC design 
teams to conduct a future collaborative design ses- 
sion7. Each team facilitator or system engineer can 
log on and complete the questionnaire assessing his 
team's readiness for the upcoming design session. 
For each rated area, the evaluator can add specific 
comments relevant to the rating assigned. When 
both questionnaires are complete, multiple displays 
of the results can be obtained--for example, a rank 
ordering of the least to the most ready attributes 
from the perspective of one of the evaluators or the 
same data rank ordered by the largest gaps between 
the evaluators. The value of the approach is that the 
leaders can get together to discuss and resolve or 
mitigate lack of preparation problems prior to the ac- 
tual design session. 

LESSONS LEARNED 

To date two key lessons learned have arisen as 
the measurement instrument has been used to evalu- 
ate and assess actual distributive collaborative de- 
sign sessions. In some cases, the team lead could 
not answer a number of the key preliminary ques- 
tions that were originally designed for him, particu- 
larly the detailed facility questions. As a result, the 
data entry interface is being revised to enable partial 
data entry by people with specialized knowledge. 
For example, the facility managerkenter engineer 
can complete only the Evaluating the Distributed 
Collaborative Infrastructure portion of the question- 
naire. Another issue that arose is that no input was 
obtained from the customer in the original method- 
ology. To address this issue, the next version of the 
on-line questionnaire will enable customers to rate 
team readiness and importance in the Defining Cus- 
tomer Objectives and Getting Technical Require- 
ments sections. Introducing the customer as a scorer 
has caused a new problem in displaying the results. 
The original scoring methodology focused specifi- 
cally on distributed team's readiness to conduct and 
design session as perceived by their team leaders. 
Collecting input from the customer now adds a new 
dimension for comparison that will require the de- 
velopment of new data displays. We are in the 
process of working out how to summarize and dis- 
play the results from three rather than tow different 
perspectives. 

The second major lesson learned was that, cur- 
rently, the majority of design sessions do not involve 
the coordination of two distributed design teams but 
rather the participation of a number of individuals, 
or small groups, remotely connecting into a main 

design team session using a workstation terminal. 
These connections can be from multiple sites, con- 
sisting of participants representing different combi- 
nations of the customer teams, (sub) contractors, and 
engineering or science specialists. The availability 
of minimal remote site capabilities greatly simplifies 
the assessment as the complexity of team member 
interactions and possible corrective actions are 
greatly reduced. For example, when there is only 
one design team, remote participants default to that 
team's design process and standard products. Sec- 
ondly, from a technology assessment perspective 
significant infrastructure investments on the part of 
the individual remote participants are not feasible. 
The focus becomes one primarily of improved data 
transfer to the remote participants and possible video 
on computer displays. 

Based on our experience to date, we conclude 
that this assessment tool needs to be a "living 
that is constantly reviewed and revised as,the needs 
and objectives of distributed design session process. 

J 

GENERALIZATdON AND 
NEW APPLICATIONS 

All elements of this methodology can be general- 
ized and applied to new applications. New areas, at- 
tributes and attribute elements can be derived from 
observations of new case studies utilization the ap- 
proach as described above. Selection of the scale to 
be used in rating the attributes should depend on jd ' 

use of the results as discussed in the 
section above. To evaluate the 
tiple technology upgrades, the attributes must be 
kept constant and the use of impartial evaluators will 
likely be required. 

CONCLUSIONS 

It took a bit less then $30,000 to observe the ses- 
sions (with travel), conduct interviews, identify and 
reduce the categories, attributes and define the ques- 
tions. It is estimated that a new organization build- 
ing on the methodology discussed in this paper and 
forms should be able to do an initial assessment in- 
cluding form modification for significantly less. For 
larger projects with multiple companies and maybe 
even international partners, the development cost 
could be more. The original budget for this task 
from NASA's Intelligent Synthesis Environment 
program was only $130 K (1 month additional sup- 
port from each center would have been required) to 
implement this at six NASA centers. Hence, for a 
large organization with projects in the tens to hun- 
dreds of millions this is a very affordable task with 
potentially huge payoff. 

Implemented by Carmel Cortney at NASA's GSFC. 




