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ABSTRACT 

We design a concatenated code structure with very sim- 
ple component codes that can be combined with high-order 
modulations to achieve good power and bandwidth efi- 
ciency, and can be iteratively decoded at high data rates us- 
ing highly parallelized decoders. In this paper we simulate 
the pegormance of these codes over additive white Gaussian 
noise (AWGN) and Rayleigh fading channels. 
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INTRODUCTION 

In this paper we design coding schemes based on se- 
rial concatenations of a high-rate Hamming outer code and 
a simple 2-state rate-1 accumulator inner code. The in- 
terleaver between the outer and inner codes has a block 
structure that allows easy parallelization of the decoding 
algorithm for applications requiring high-speed decoding. 
The serially concatenated codes are combined with BPSK, 
QPSK, 8PSK or 16QAM modulations to give high overall 
bandwidth efficiencies. 

The general structure of a serial concatenation with a 
"parallel interleaver" is shown in Fig. 1. In this construc- 
tion of an (n'n', k'k') code, we concatenate k' outer codes 
{ C f ,  i = 1,. . . , k'} of length and dimension (no ,  k o )  with 
no inner codes {Cf , j = 1, . . . , n o }  of length and dimen- 
sion (n', k'), via an interleaver n of total size k'no. Instead 
of allowing a completely general interleaver of size k'n', 
we require that n be decomposable into a set of permuta- 
tions {ny, i = 1, .  . . , k'), each of size no,  applied to the 
outputs of each of the k' outer codes separately, followed 
by a k' x no rectangular interleaver, followed by a set of 
permutations {nj, j = 1, .  . . , no] ,  each of size k', applied 
to the inputs of each of the no inner codes separately. In 
the interests of allowing more irregularity, this structure can 
be generalized to allow the outer codes {Cy ,  i = 1, . . . , k') 
to have different dimensions ( k o ,  i = 1, . . . , k'} and the 
inner codes {C j ,  j = 1, . . . , n o )  to have different lengths 
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Fig. 1: Serial concatenation with parallel interleaver structure. 

{ n j ,  j = 1, . . . , no);  however, in this paper our attention is 
restricted to component codes with non-varying dimensions 
and lengths. 

This structure gives a natural generalization of parallel 
concatenated codes, rather than just an interesting subclass 
of serially concatenated codes. To see this, simply let all of 
the k' outer codes be (4, 1) repetition codes. In this case, 
the interleavers at the output of the outer codes have no ef- 
fect and can be omitted. The rectangular interleaver simply 
ensures that each of the no = q inner codes receives a copy 
of the full package of k' distinct input bits. Then the random 
interleavers at the input of the inner codes feed different per- 
mutations of these k' bits to each inner code. The net effect 
is the same as the usual definition of a parallel concatenated 
(turbo) code. 

When the outer codes are not repetition codes, the inter- 
leavers attached to the outer codes can provide some inter- 
leaving gain, though this gain will be fairly small if the outer 
codes are small block codes. For example, an (8,4) extended 
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Hamming outer code has 14 codewords of weight 4. After a 
random permutation, these 14 codewords could be scattered 
into any of (3 = 70 weight-4 sequences of length 8. This 
effectively thins the weight-4 part of the Hamming code's 
weight spectrum by a factor of 70/14 = 5. 

We were interested in the case where the outer compo- 
nent codes ( C y ,  i = 1, . . . , k' } are small Hamming codes 
or extended Hamming codes, and the inner codes are 2-state 
rate-1 accumulator codes [l]. Our aim was to produce codes 
with good power and bandwidth efficiencies over a range 
of bandwidth utilizations, that can be decoded with paral- 
lel architecture at very high speeds on the order of 1 Gbps. 
We wanted outer codes with high code rates for teaming 
with high-order modulations, and minimum distance 3 or 4 
to achieve high interleaving gain. These considerations led 
to our choice of Hamming or extended Hamming codes as 
the outer codes that could achieve minimum distance 3 or 4 
with the highest code rates for given code dimensions. For 
the inner codes we selected 2-state rate-1 accumulator codes 
1/(1 + D) for their extreme simplicity of decoding. Since 
the accumulator codes have the same complexity per bit in- 
dependent of their length, whereas the decoding complex- 
ity of the Hamming codes increases with their lengths, the 
overall design is asymmetric in the number and sizes of the 
outer and inner codes, specifically, no << k'. A goal is 
select these sizes such that k' parallel copies of the outer 
decoder can run at approximately the same speed as n * par- 
allel copies of the inner decoder. 

CODED MODULATIONS USING THE (15,ll) 
HAMMING AND ACCUMULATOR CODES 

In this paper we concentrate on one example of the gen- 
eral structure in Fig. 1 in which the outer codes are (15,ll) 
Hamming codes. We team this rate-11/15 code with QPSK, 
8PSK, or 16QAM modulation, producing (ideal) bandwidth 
efficiencies of 1.47 bps/Hz, 2.20 bps/Hz and 2.93 bps/Hz, 
respectively. 

Fig. 2 shows the encoder for a (15,ll) Hamming outer 
code concatenated with a 2-state rate-1 accumulator inner 
code. For this code, ku = 11, nu = 15, and we selected 
k' = nz = 372 to yield an overall code of length 5580 
and dimension 4092. In our implementation we used no = 
15 random interleavers (no, i = 1, . . , , no}  at the output 
of the Hamming outer codes and k' = 372 S-random [2] 
interleavers (nf , j = 1, . . . , k'} to permute the inputs to 
the accumulator inner codes. In the figure we indicate that 
a desired input data rate of 1.116 Gbps can be obtained by 
running the 372 Hamming encoders at 3 Mbps each, and the 
15 accumulator encoders at 101 Mbps each. 

The outputs of the 15 accumulator codes are mapped to 
a high-order modulation. With 8PSK the first output bits of 
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Fig. 2: Encoder for the Hamming and accumulator code. 

the first three accumulators are mapped to a 3-bit 8PSK sym- 
bol using a Gray code mapping. Then the first output bits of 
the next three accumulators are mapped to the second 3-bit 
8PSK symbol and so on, until the first five 8PSK symbols 
are produced. Then the next five 8PSK symbols are created 
using the second bits from three accumulators at a time, and 
so forth. With QPSK or 16QAM we take output bits two 
or four at a time from two or four separate accumulators to 
form each QPSK or 16QAh4 symbol, stepping through the 
15 accumulator codes in a cyclic order until all 5580 output 
bits are mapped. This type of mapping eliminates the need 
for a channel interleaver within the length of a code block. 

Fig. 3 shows the decoder for the code in Fig 2. In 
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Fig. 3: Decoder for the Hamming and accumulator code. 

this figure the demapper provides the reliability of those 
bits assigned to the modulation symbols, given inphase 
and quadrature received observations. The Soft-In Soft-Out 
(SISO) modules for the accumulator can also interact with 
the demapper for further performance enhancement if de- 
sired. 

An (n ,  k )  Hamming code has a cyclic representation, and 
can be equivalently generated as a recursive terminated con- 
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Fig. 4: A recursive convolutional code with primitive feedback 
polynomial that generates a time-invariant trellis representation 
that can be used for decoding the (15,ll) Hamming code. 

volutional code with primitive feedback polynomial. If the 
feedforward polynomial is chosen to be the same as the feed- 
back polynomial, this produces a systematic version of the 
Hamming code. This convolutional encoding of the (15,ll) 
Hamming code is shown in Fig. 4. The first k bits enter the 
systematic convolutional encoder and emerge as the first k 
encoded symbols. After k bits, the switch in Fig. 4 is tog- 
gled and the encoder continues running long enough to pro- 
duce n - k additional encoded symbols, which are the parity 
symbols for the (n, k )  Hamming code. We note that an ex- 
tended Hamming code, shortened by one bit, can also be 
implemented by a recursive convolutional code, where the 
primitive feedback and feedforward polynomials should be 
multiplied by 1 + D. 

The convolutional encoding of an ( n ,  k )  Hamming code 
gives a time-invariant trellis representation with 2n-k states. 
Alternatively, a time-varying minimal trellis representation 
can be used for decoding to gain speed if necessary over that 
provided by the time-invariant trellis representation. Fig. 5 
shows a minimal trellis representation for the (15,ll) Ham- 
ming code. The time-invariant trellis corresponding to the 
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Fig. 5: A time-varying minimal trellis representation that can be 
used for decoding the (15,ll) H a v i n g  code. 

convolutional encoder of Fig. 4 has 32 edges per decoded 
bit, whereas the time-varying trellis of Fig. 5 has only 17.8 
trellis edges (on the average) per decoded bit, a reduction of 
nearly a factor of 2. 

The inner accumulator code can be decoded using the 
BCJR algorithm [3] on a time-invariant trellis with only two 
states. Alternatively, the accumulator code can also be de- 
coded using belief propagation on a loop-free, highly par- 
allelizable Tanner graph [4] representing the same code, as 
shown in Fig. 6. 

information bits 

Fig. 6: A Tanner graph representation of the accumulator code 
that can be used for high-speed parallelizable decoding. 

If higher speeds and many iterations are necessary, the in- 
ner or outer decoders can pipeline their iterations as needed. 

PERFORMANCE ON AN AWGN CHANNEL 
First we applied Gaussian density evolution [5, 61 to an- 

alyze the performance of concatenated Hamming and accu- 
mulator codes under iterative decoding on an additive white 
Gaussian noise (AWGN) channel. The results are shown in 
Fig. 7, which plots the output signal-to-noise ratio SNRWt 
versus the input signal-to-noise ratio SNRi, of the extrin- 
sic log-likelihood messages computed by the outer and in- 
ner component decoders. The iterative decoding thresh- 
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Fig. 7: Gaussian density evolution for the Hamming and accumu- 
lator code on the AWGN channel. 

old for this code on the binary-input AWGN channel is 
&,/No = 2.1 dB, which is only 0.6 dE3 worse than the ca- 
pacity threshold of 1.5 dB for any code of rate 11/15. 

Next we simulated the performance of the (5580,4092) 
Hamming and accumulator code when combined with vari- 



ous modulations. Figs. 8,9  and 10 show the performance of 
this code with QPSK, 8PSK and 16QAM, respectively, on 
the AWGN channel. 
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Fig. 8: Performance of the (15,ll) Hamming code concatenated 
via a parallelized interleaver with the 2-state accumulator code, 
when combined with QPSK modulation on an AWGN channel. 

PERFORMANCE ON A RAYLEIGH FADING 
CHANNEL 

We applied Gaussian density evolution [5,  61 to analyze 
the performance of concatenated Hamming and accumulator 
codes under iterative decoding on an independent Rayleigh 
fading channel with perfect channel state information. The 
results are shown in Fig. 11. The iterative decoding thresh- 
old for this code and channel is Eb/No = 3.8 dB. 

We simulated the performance of the (5580,4092) Ham- 
ming and accumulator code when combined with 8PSK and 
16QAM modulations on a correlated Rayleigh fading chan- 
nel, where the ratio of the maximum Doppler rate fd to the 
modulation transmission rate R, is set as a parameter. The 
fading process was generated by passing a complex white 
Gaussian process through a filter with transform function 
H ( f )  = m, where S(f) is the power spectral density 
of the fading process and is modeled for an omnidirectional 
antenna as S(f) = C / d m ,  where C is a constant. 

Figs. 12 and 13 show the bit error rate (BER) and code- 
word error rate (WER) with 8PSK and 16QAM, respec- 
tively, and no channel interleaving, for f d / R s  = 0.05. For 
slower fading, with f d / R s  significantly less than 0.05, chan- 
nel interleaving over multiple codewords is required to ob- 
tain good performance. 
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Fig. 9: Performance of the (15,ll) Hamming code concatenated 
via a parallelized interleaver with the 2-state accumulator code, 
when combined with 8PSK modulation on an AWGN channel. 

CONCLUSION 

The concatenated codes described in this paper achieve 
medium-to-high code rates using very simple component 
codes, and can be combined with high-order modulations 
to obtain good power and bandwidth efficiency at very high 
decoding rates. 
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Fig. 10: Performance of the (15,ll) Hamming code concatenated 
via a parallelized interleaver with the 2-state accumulator code, 
when combined with 16QAM modulation on an AWGN channel. 
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Fig. 11: Gaussian density evolution for the Hamming and accu- 
mulator code on an independent Rayleigh fading channel. 
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Fig. 12: Performance of the (15,ll) Hamming code concatenated 
via a parallelized interleaver with the 2-state accumulator code, 
when combined with SPSK modulation on a correlated Rayleigh 
fading channel. 
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Fig. 13: Performance of the (15,ll) Hamming code concate- 
nated via a parallelized interleaver with the 2-state accumulator 
code, when combined with 16QAM modulation on a correlated 
Rayleigh fading channel. 




