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Hyperspectral Data Compression Algorithm and HW Development 
r- 

Objective: Develop on-board real-time 
hyperspectral data compression methods to 
significantly reduce the data volume 
necessary to meet science objectives in 
future deep-space missions - 

Two related prototype hyperspectral data 
compression for algorithms based on the 
reversible integer discrete wavelet transform 
(DWT). 

One algorithm is low complexity, the other is 
progressive, providing lossless and lossy 
compression using the same algorithm. 

2D wavelet decomposition with 
spectral predictive coding 

original spectral bands a residual image 

AVIRIS hyperspectral data “cubes” 

Pearl Harbor, Hawaii WTC Disaster Site 

3D wavelet decomposition 
of 244-band data set 

original data cube 3D DWT of data cube 
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Compression Approach 
- 2D wavelet decomposition applied to each spectral 

- Correlation across spectral band is exploited using 

- Spectral predictive coding (lower complexity) 
-Additional wavelet transform in spectral 

- Quantization and entropy coding complete the 

band 

one of two methods: 

dimension (progressive). 

compression process. 

Lossless Compression 
3.2 T---- 
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Benchmarks of hyperspectral compressor 

- Demonstrated - 30% improvement in lossless 
compression, and 20% to 40% improvement in 
lossy compression effectiveness on AVlRlS data 
sets when compared to conventional application of 
a twodimensional wavelet-based image 
compressor to each spectral band independently 
(see graphs below) 

- Similar results were obtained for the several 
Hyperion data sets just obtained. 

software prototype 

Lossy Compression 

conventional 
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Each AVIRIS data set consists of 224 spectral bands, 16 bits/pixel/spectral band 
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FPGA-based DWT hardware module 
The architecture allows in -place transformation resulting in low-memory requirements 
The number of co-processors can be scaled depending on system peiformance 
requirements and available hardware resources. 
Initial peiformance estimates indicate that the FPGA implementation, at 400MHz, is more 
than two orders of magnitude faster than a C software implementation on a 200MHz Sun 
Ultra Sparc II. 

The implementation is high performance, fully parallel, low-power, and scalable. 
Targets Xilinx Virtex II and Virtex II pro FPGAs. 
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Fast Lossless Hyperspectral 
Objective: State -of-the-art lossless compression, with 

Completed design of pixel encoding module (see box 

- Uses predictive compression with context modeling (see 

- Several components leverage LOCO lossless image 

low complexity (i.e., fast) 

below) 

boxes at right) 

Data Compression 
i 

compressor 

D neighborh 
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Causal neighborhoo 
contains 13 pixels (shaded) 
Restricted to two adj 
bands to keep compl 

'I ow 
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Region-of-Interest (ROI) Compression of Hyperspectral Data 

Selected 3D wavelet transform for first 
application of ROI algorithms for 
hyperspectral data 

3D transform is fully progressive and fits the 
prioritized buffer management model 
3D wavelet coefficients can be scaled to reflect 
priorities in the same way as 2D wavelet 
coefficients for 2D images 

om pression 
ssed bits to prod 

Earth Science AlST program. 

alues must be transmitted and 

Improved techniques to compress priority maps 
- New software uses specialized algorithm for lossless compression of priority map, based on 

Interleaved entropy coding 
Predictive compression with context modeling 

- Limited tests with new software have yielded priority map overheads of about 
0.05 bits/pixel 2 50% for priority maps with broad priority areas 
- 5 to 10 times reduction in overhead compared to old (non-specialized) software that used plain 

ICER to compress priority maps 
2 to 4 times more overhead is required for priority maps with many fine detail areas 
- Too much detail on priority maps can hurt overall compression performance 
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Autonomous Onboard Hyperspectral Data Evaluation and Prioritization 
1 

SSM-rafl : Algorithm merges the results of three different 

- Combining the three separate prioritizations is 
prioritization techniques. 

necessary to produce a single prioritized queue for 
downlink 

Integrated algorithm into data analysis system. 
- Applied the algorithm to a set of grayscale images 

to provide a proof-ofconcept for prioritization of 
hype rs pec tra I images 

Reached agreement with Earth-Observing-1 
(EOI) Autonomy Experiment (scheduled for 
second half of FY03) to flight validate 
hype rs pect ral class if ie r/eve nt recog n ize rs on the 
EO1 Mission. 
- Hyperspectral classifierlevent recognizer 

successfully detected events (such as fresh lava 
flows) in tests on Hyperion data in the infra red 
wave1 en g t h rang e. 

- Pursuing further access to Hyperion data to test 
additional key target signature algorithm (carbonate 
detector) for use in downlink prioritization. 

overall system assigns science-based priorities to 
hyperspectral data for transmission 

Hyperion data illustrating a volcanic eruption. The 
middle image (infra-red) shows a number of new 
lava flows. The last image is the output of our target 
signature software 
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