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Mars On-site Analytics Information and Computing (MOSAIC)

MOSAIC Project Overview

We consider: X, B8 x100
* a heterogeneous network . I
— 5.0Mbps

- with time-varying communication links {éj g
. atask networkc: Bt o 2 IR 5

° i @096

some tasks are plnrled to some nodes s s \%@ ]
- some tasks are optional B o il éo
- tasks have dependencies

We study the optimal distribution of processing tasks/power across a
time-varying network of agents

Bottom line

 We present a Mixed Integer Linear Program that is used to generate
a schedule containing computation and communication tasks for
each agent

« Tested in a distributed system
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Heterogeneous Network Example
High Performance Spaceflight Computing (HPSC)

« Lander CPU support (laptop level)
- Puffer scaled-down (pi level) S S

Stepper Motor visual terrain classification;
Mobility autonomous or guided science detection Radio
Communication, Coordination
Telemetry to parent spacecraft; coordination
with parent spacecraft or other PUFFERs;
adjust navigation to maintain connectivity

Fold for low-clearance access;

* Semi-autonomous network

Motor Encoders
Perception, Navigation
Sense motion to support estimation

of position, attitude

Inertial Measurement Unit
Navigation
Estimate position, attitude (6DOF)
with accelerometer and gyroscope

Embedded Processor
Computation

7 On-board autonomy; off-loading
3 to parent spacecraft when necessary
ﬁ .\

Micro Imager

Brushless Motors
Mobility, Navigation

Acauire sci Sc{/;er:ce t | Solar Panel, Batteries
3 e Fove Haragemen
Y to pai P Autonomy schedules activity according
PUFFERs explore and experiment to available power and expected usage;
t y PUFFER flips over to charge using solar power

PUFFERSs (Pop-Up Flat-Folding Explorer Robots)

http://www.kiss.caltech.edu/lectures/2019 PUFFER.html
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Notional Mission Concept
Small / Multi-robot systems with intermittent connectivity

Astrobotic Peregrine Lander,
Commercial Lunar lander

.

|
EDL within 200 m 3B.
of Lunar pit Radios support line-of-sight communication, 1000+ m

Deployment from below deck,
PUFFERs ejected from dispenser 1-by-1

3A

Lunar pit diameter:
approx. 65m

4.

PUFFERs distribute around crater rim to peek into the Lunar pit

o]

[, S ——

i iE iE iE PUFFERs rally to crater rim, 100-20

Lunar PUFFER lander payload includes:
HPSC, radio connected to lander

radios support up to 90 m in cluttered environment, PUFFERs
maintain a multi-hop network for telemetry to the Lunar lander

« CPU support nodes
* Network failures
 Intentional disconnects

6A.

More PUFFERs drop to
cooperatively inspect the Lunar pit

loca

b,

Possible connection
to a lava tube

[ - SRR S R —

Estimated geometry of
Lunar pit bottom

ww

6B.
PUFFER drops to best estimate location,
but is stuck in an unexpected gap

5B.
Next PUFFER drops to new best estimate
tion, finds a landing spot, inspects Lunar pit

http://www.kiss.caltech.edu/lectures/2019 PUFFER.html
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Some PUFFERs stay at the Lunar pit rim to
provide communication and localization support

Lunar pit depth:
approx. 80m
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Time-varying communication links
Contact Plan

* Mobile autonomous agents can share intended motion to allow
motion-aware relay (data mules)

» Delay Tolerant Networking

=t \
% -

\
o
.

https://www.nasa.gov/content/dtn
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Task/Software Network Models

(a)
Take Terrain . Localize position Plan Send Drive
ﬂ-’ with VO estimate > Path ZEL Command
8Mb

Tpuffer: 3s Tpuffer: 10s 0.1Mb Tpuffer: 10s 0.1Mb Tpuffer: 0.1s
Thase : 1s Thase: 0.1s

(b)

Collect | cample  =b] Sample dota . Base station’s task
SEL P Analysis [ I Puffer’s task
Tpuffer: 5s 1 5Mb Tpuffer 1 OS 1 Mb Tba,se: O 1 s Shareable task
Thase: 1s

(a) Housekeeping and (b) Science task chains /\é/\
- “Archive” is optional, but rewarding [aBE o
R ool

PUFFERs explore and experiment
autonomously
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Scheduling Problem

Centralized version

2

Network of -
Assets f o
0\\ 1 ¢ T=30
Task/software -~ T X
: T o T=50
Networks " o @ " Map to Q\\ \\8 e
2 | =c
o : @ o T=60
\m/ @ 3 T=80
* T=100

Communication
Network Topology = = T
(Contact Plan) == =<0 = = =

Goal: Schedule the tasks and the data communication across the network
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Reward Agent, task, time
C’d —7m:(T
7 > T(T)lx(i,T, c) Max. reward of optional tasks completed
1 =1 T €eR c=1
N Ci—7i(T)
S5 Y X@T,e)<1 VT eR (2a) All required tasks completed once
= e=1
N CF—Ti(T) .
S5 S X(@T,e)=1 VT €T\R @b Optional tasks are performed at most once
X(i,T,c) < D(i, L, ¢)
Vi€[l,..,N), T €l,...M],L € Pr,c€l,...,C%] 2o  Only start a task once you have req inputs
M
/(C@,5,T,c)+C(j,%,T,c)) + X, re)ll €1
Tz=:1 Z o= max(lzc: 74(T)) One thing at a time (cpu, coms, or idle)
¥i € [y N|p@ & [1,005:C ] (2d)
r_]l(c) c—7;(T)
D(,T,e+1)— D(zTc)<ZZ C(_y,zTc)—l—ZX(zTc)
== o) T=1 Only have data by calculating or receiving
vie[l,...,N,Tel,...,. M],ce[l,...,C; —1] (2e)
O, 3 The) € D@, Toe) Yiig € [Lyeesy NiT €100 Ml e € [l T On|y communicate what you have
@)
D(i,T,1)=0 Vi€ |[l,..,N],T €[l,..., M] g) Start with no data
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Centralized vs Distributed
MILP solves centralized version

E
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Base station

VA
Each agent has its own task list %
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Centralized vs Distributed

* Gossip, Plan, Act
« Caveat: consensus is hard, and we do require it
» Mostly static task sets are best

5]
“ Puffer 3

\é"\ Puffer 1

; e\ RS
. w00 g ez
Base station
SIS
o e Q‘émm
Every agent knows all tasks and wgr :\
network states
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Experimental Results

« Setup

- Simulation (15 puffers + base station)
* Field Test (JPL Mars Yard)

* Interesting cases observed:
« Data Mulling (Simulation only)
+ Science Clusters
- Data Relay
* Assembly Line

2019-07-14 © 2019 California Institute of Technology. Government sponsorship acknowledged; hook@)jpl.nasa.gov 11 jpl .nasa.gov
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Simulation: Example Solution
Data Mule

fﬁ*‘;!” . Puffer 1
_ Moving
Base station at 0:30

VA
00:00 % Puffer 2
Sampling

2019-07-14 © 2019 California Institute of Technology. Government sponsorship acknowledged; hook@jpl.nasa.gov 12 jpl .nasa.gov
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Simulation: Example Solution
Data Mule

Puffer3

=

Puffer2

Puffer1

n(n( o] oo |
[ i - ! Stora Sample
bl Bl Felder

| Sample.

Base station

Puffer 2

00:00
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Field Tests (Video Preview)
Fully Distributed Systems

MOSAIC x [IRS rviz_config.rviz* - RViz

o [iSelect 4 FocusCamera EDMeassure 20 PoscEstimate  ~ 2DNavGoal @ PublishPont 4 ==

b inkeract | % M
c @ Ale://Mome/mosaic/catkin_ws/sre/mars_caves_ros/visualizers/timeline_view.html ) Inkeract N

MOSAIC

Linenre visudilZduorn

11798 121720 maran 11730 13173 1m1740 121745 131750

sese seation | gy
oo o png
martisa | ping
L

mare o ping " we pufter2
P2 | ping

15:7:45 154 7:20

Manual Network Connections

Subemit
Dragocbase_station
Pragocstedorica
Drugocsmare
P ngo<smartina
Pragoesputrer2
Doase_station--lederko
Doase_station<smarc
Doase_stationcmartina
Doase statonesputrer2
Drecercoc-smarc
T ederico--martina
iedericocsputrer2
DB marc<martina '

m-n«-'oumrz ROS Time: 3255.30| ROS Elapsed: 3230.50 wall Time: [1538777868.45 wall Elapsed: 1425.07 Experimental

DB martinacoutterz Reset 31 fps
(a)
Take Terrain ; Locaize (T pion | Plan RO Soroore
‘ e esimae_ path L0 Command
Tpuffer: 3 8Mb e 10s O ™D Touer 108 OTMP Thuger: 0.1s
Thase: 18 Thase: 0.1
(b)
Collect . Sample W Base station’s task
Tpuffer:5s  1OMP Tpufrernos MD 4 o Shareable task
Thase: 1s

2019-07-14 © 2019 California Institute of Technology. Government sponsorship acknowledged; hook@jpl.nasa.gov 14 jpl .nasa.gov
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Field Tests

rviz_config.rviz* - RViz

c @ @ file:///home/mosaic/catkin_ws/src/mars_caves_ros/visualizers/timeline_view.html (™ Interact | %% Move Camera

MOSAIC
LITNeNnre visudliZduorl

15:16:30 15:16:35 15:16:40 15:16:45 15:16:50 15:16:55 15:17 15:17:05 15:17:1

£ -m L ui
o B P ~- -
federico - ping plan tasks take_sample -_--jn-g- vo_localization qnn_g-'n_n-

il
martina | ping plan tasks takertarmpige image vo_localization

SEpIEagma

——
=75 15:17:1
martina

System operated for 3 hours
Example code / solutions at:
https://github.com/nasa/mosaic

rviz_config.rviz* - RViz

/ FocusCamera = Measure . 2D PoseEstimate . 2DNavGoal @ PublishPoint b =

federico
»

© Time 2

ROS Time: 3228.80| ROS Elapsed: | 3204.00 Wwall Time: [1538777840.37| Wall Elapsed: |3396.90 ] Experimental

Reset 30 fps
2019-07-14 © 2019 California Institute of Technology. Government sponsorship acknowledged; hook@jpl.nasa.gov 15 jpl .nasa.gov
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Field Tests (Callout)

Broad

e Planning Execution
Base Station | ..
| ]

—
;I%-S- B
T L

[E=2] (e
b R vy

/

[l Take Terrain Image [[] send Data B Collect Sample *
[ Localize with VO []Receive Data [C] Analyze Sample Y

M Plan path B Archive
M Send Drive Command

(a)

R~ [ e~ R [~ L %i"n?rﬁ’:::
Please stop by the ICAPS demo on Saturday, T M tie O et O Tt
July 13t to see this live! N e 0.

L J S eSS I 0 n B y D eS k 9 Collect | . - M Sample E [ Base station’s task
Sample sampie Analysis “ I puffer’s task
1Mb

Tpuffer: 5s 15Mb Tpuffer:1Qs Thase: 0.1s Shareable task
Thase: 1s
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Bottom Line

We present a Mixed Integer Linear Program that is used to generate schedules
containing computation and communication tasks for

* on a heterogeneous network
« with time-varying communication links
- atask network (plan) per agent
* some tasks are pinned to some nodes
* some tasks are optional
« tasks have dependencies
« tested in a distributed system

Showed
* Emergent data mules, assembly lines in distributed system

Please stop by the ICAPS demo on Saturday, July 13t to see this live!
» Session B, Desk 9
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Stack Overview

1 Task Dispatcher

2 Resource 3 S/W 4 Contact
Registry Network Plan

4 Distributed Consensus

PUFFER

DI TN

DELAY /DISRUPTION TOLERANT NETWORKING

Pluggable Distributed Resource Allocator

Resource Registry: What tasks, battery, cpu, storage for each nearby node
(Ideally) Software Tasks for other nodes

All sync’d over the network

s wnN -~
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