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Figures

Fig. 1: The approximate space and time scales of phenomena of interest that
could be investigated from altimetric measurements of ocean topogra-
phy with adequate spatial and temporal resolution. The dashed lines
indicate the approximate lower bounds of the space and time scales that
can be resolved in SSH fields constructed from measurements by a single
altimeter in the T/P 10-day repeat orbit configuration. Processes with
spatial scales to the left of the vertical dashed line and time scales be-
low the horizontal dashed line require higher resolution measurements of
ocean topography from a constellation of nadir-looking altimeters or a
wide-swath altimeter. Chelton (2001a)
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Figure 1.  The relationship between orbit repeat period and the longitudinal separation of neighboring ground tracks 
for altimeters in exact repeat orbit configurations.  The ground track spacing is displayed in degrees along the left 
axis and in kilometers at 40q latitude along the right axis.  In log-log space, the choices of exact repeat period and 
ground track spacing for a single satellite fall approximately along the top straight line in the figure.  The repeat 
periods and ground track separations of past and present altimeter missions are shown by the solid circles.  The three 
sampling patterns shown for the ERS altimeter correspond to the Ice Phase (3-day repeat), the Multi-Disciplinary 
Phase (35-day repeat) and the Geodetic Phase (168-day repeat) of the ERS-1 satellite.  The improvements in the 
resolution that would be obtained from multiple satellites in coordinated orbit configurations with evenly spaced 
ground tracks are shown for constellations of 2, 3, 4 and 5 satellites. 
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Fig. 2: The relationship between orbit repeat period and the longitudinal sepa-
ration of neighboring ground tracks for altimeters in exact repeat orbit
configurations. The ground track spacing is displayed in degrees along
the left axis and in kilometers at 40° latitude along the right axis. In
log-log space, the choices of exact repeat period and ground track spac-
ing for a single satellite fall approximately along the top straight line
in the figure. The repeat periods and ground track separations of past
and present altimeter missions are shown by the solid circles. The two
sampling patterns shown for the ERS altimeter correspond to the Multi-
Disciplinary Phase (35-day repeat) and the Geodetic Phase (168-day
repeat) of the ERS-1 satellite. The improvements in the resolution that
would be obtained from multiple satellites in coordinated orbit config-
urations with evenly spaced ground tracks are shown for constellations
of 2, 3, 4 and 5 satellites. Also shown is the resolution expected to be
achieved by WSOA and SWOT. (The figure without the WSOA and
SWOT information is adapted from Chelton (2001b).)
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Fig. 3: Global mean SSH spectrum estimated from the Jason-1 and Jason-2 ob-
servations (thick black line), the lower boundary of 68% of the spectral
values (the upper gray dotted line), and the lower boundary of 95% of
the spectral values (the lower gray dotted line) from the work of Fu and
colleagues (Xu and Fu, 2011, 2012; Fu and Ubelmann, 2014). The red
and blue lines represent the baseline (red) and threshold (blue) perfor-
mance curves that would be desired as a measurement requirement. The
intersections of the two dotted lines with the baseline spectrum at ~ 15
km (68%) and ~ 25 km (95%) determine the resolving capabilities of
the SWOT measurement. The respective resolution for the threshold
requirement is ⇠ 20 km (68%) and ⇠ 30 km (95%). (Rodríguez, 2015)
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Fig. 4: Histograms of the number of times lakes (a) and rivers (b) in a database
of relatively large water bodies are imaged during a 16-day cycle by a
nadir altimeter (red) and the WaTER KaRIn wide-swath instrument
(black). Notice that the first bin corresponds to no observations during
the repeat cycle. Even though 16 days is not sufficient to get complete
global coverage with the wide-swath instrument only a small fraction of
lakes and rivers are missed, and many are mapped multiple times. The
nadir altimeter, on the other hand, misses a substantial number of water
bodies altogether. (Alsdorf et al., 2007)
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Fig. 6: (upper left) Concept behind off-nadir altimetry and interferometry.
Given the range, r1, the platform altitude, H, and the look angle, ✓, the
elevation, h, of a point in the ground can be obtained by h = H�r1 cos ✓.
Lidars and scanning altimeters determine ✓ by using a narrow beam. In-
terferometry uses �r, the range difference between two antennas of know
separation, B, to estimate ✓: �r ⇡ B sin ✓. (upper right) Effect of an
error in �r (or, equivalently a phase error) on the height measurement:
a positive error in �r will cause the estimated ✓ to increase, resulting in
a positive height error perpendicular to the look direction. (lower left)
Effect of an error �✓ in the baseline roll will cause a constant bias in the
look angle, resulting on a surface tilted by an amount equal to the roll
error. The error is perpendicular to the look direction and very similar
to the phase error. (lower right) An error due to an error in the propa-
gation speed will produce an error of geolocation that occurs in the look
direction. This error is common with nadir altimetry, and perpendicular
to the other interferometric errors.
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Fig. 7: Intersection of iso-phase lines (red), which are hyperbolas with an axis
defined by the baseline vector, and iso-range lines, which are circles cen-
tered around the nadir point. In the plane of incidence defined by the
baseline vector and the local normal, the tangents between the two sets of
lines are in the along-track direction. Away from the baseline plane, the
two lines diverge. Since radar data are sampled along iso-range lines,
sampling away from the baseline plane will result in phase biases and
decorrelation.
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Fig. 8: The effect of a constant error in radial motion will be to shift the apparent
target azimuth location along a constant range line. This will result in an
error in the look vector azimuth component, and hence in the translation
of interferometric phase into an elevation angle, so that a both location
and height errors are induced.
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Fig. 9: Geometry of observations for four orbits (blue, green, orange, purple)
intersecting at 4 cross-over points. The measurements for each orbit
consist of wide swath measurements on either side of a nadir altimeter
track. Two types of cross-over differences exist: altimeter-interferometer
and interferometer-interferometer. Baseline roll/phase and range drift
are estimated at each cross-over and the estimated values are optimally
interpolated between cross-overs.
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Fig. 10: Slope errors (in µradians) after cross-over adjustments for roll/phase
errors at cross-overs and optimal propagation away from the cross-overs.
Notice that errors grow substantially inside the continents, where no
water cross-overs exist. (Esteban-Fernadez, 2013)
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Fig. 11: Standard deviation of the residual height error after correcting for phase
screen estimates, given 4,000 Monte Carlo samples, as a function of
cross-track position, for a white-noise phase screen. The cross-over
averaging time is assumed to be 1 day and the SWH 6m.
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(a)
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Fig. 12: (top) Ocean, inland water and land measured �0 from the GPM mis-
sion. Note that the inland water measurements from GPM apply only
for large water bodies. (bottom) Percentiles of �0 measured by the
AirSWOT instrument over smaller water bodies.
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Fig. 12: (top) Ocean, inland water and land measured �0 from the GPM mis-
sion. Note that the inland water measurements from GPM apply only
for large water bodies. (bottom) Percentiles of �0 measured by the
AirSWOT instrument over smaller water bodies.
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Fig. 13: (a) Simulated Pierson-Moskowitz ocean wave field (U10=10m/s) prop-
agating in the range direction (blue) and sampled by a set of parallel
planes (dashed gray) separated by 20 m in range. The top figure repre-
sents the sampling when the local incidence angle is 1°, while the bottom
figure shows the same wave field when the incidence angle is 4°. The
intersection of a sample plane with the mean level is shown as a black
square, while the sampled heights are shown as red circles. The radar is
on the left and the radar pulses propagate from left to right. (b) True
(blue) and measured (red) heights for wave field presented in (a) for
a system with finite resolution bandwidth (surface impulse response),
plotted as a function of the intersection of the range coordinate with
the mean surface. Notice the many-to-one resampling causes both un-
even spatial coverage of the wave field and potentially significant height
distortion. (Peral et al., 2015).
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Figure 6a illustrates the RMS over the nominal swath from 10 km to 60 km of the height standard 
deviation as a function of SWH. As a comparison, the red curve indicates the height error as a function 
of SWH that is used to project SWOT performance, which is computed as the mean variance for each 
SWH. As in Section 4, this height error only presents the systematic error component, and does not 
include any increase in random error due to decreased coherence. These results also incorporate the 
error due to wave aliasing, although this is a small fraction of the total error, which is largely 
dominated by the surfboard and backscattering modulation. By comparing the results of Figure 5a with 
Figure 6a, it is evident that the unidirectional wave spectrum is highly pessimistic, and statistically the 
height error averages down to a smaller value for a two-dimensional wave scene.  

The spread in values for the error at a particular SWH that Figure 6a exhibits is due to the fact that 
the error is highly dependent on the spectral distribution of the wave field, both in frequency and 
space. We have found that the error is particularly correlated with the spectrum wavelength centroid, 
as illustrated in Figure 6b, since more energy around the centroid is transferred on to longer 
wavelengths, thus corrupting the 1km x 1km pixels. 

The first order theory in the Appendix predicts that the electromagnetic bias, 〈ℎ௠〉, is not impacted 
by the surfboard sampling, and that it follows the expression 〈ℎ௠〉 ൌ 〈ℎ𝛿𝜎〉. For 𝛿𝜎 ൌ െ4𝛽 ℎ

𝜎ℎ
, as 

assumed in the simulations, the result is 〈ℎ௠〉 ൌ െ𝛽 ∙ 𝑆𝑊𝐻. Figure 7a shows the simulated RMS over 
the swath of the height bias as a function of SWH (in blue), which is roughly approximated by the 
results predicted by the first order theory (in red). However, this theory is not valid in the near range, 
as shown in see Figure 7b, which displays the height bias as a function of SWH for three different 
ground ranges, 10 km (blue), 20 km (green) and 60 km (red). The solid black line corresponds to the 
theoretical bias. Beyond 20 km, the height error is fairly well represented by the theoretical expression. 
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(b) 

Figure 6. (a) Swath average height error for 1 km × 1 km pixels as a function of SWH for 
multiple WAVEWATCH-III spectra. The red curve is the height error as a function of 
SWH that is used to project SWOT performance. (b) Swath average height error for 1 km x 
1 km pixels as a function of the spectrum wavelength centroid.   

S W H  (m )
0 2 4 6 8 10 12

H
e
ig
h
t 
s
td
 (
c
m
)

0

5

10

15
Swath averaged error
SWOT error budget allocation

S pectrum  w avelength centroid (m )
0 100 200 300 400 500

H
e
ig
h
t 
s
td
 (
c
m
)

0

1

2

3

4

5

S W H =2m

S W H =4m

S W H =6m

(a)

Remote Sens. 2015, 7 14520 
 

Figure 6a illustrates the RMS over the nominal swath from 10 km to 60 km of the height standard 
deviation as a function of SWH. As a comparison, the red curve indicates the height error as a function 
of SWH that is used to project SWOT performance, which is computed as the mean variance for each 
SWH. As in Section 4, this height error only presents the systematic error component, and does not 
include any increase in random error due to decreased coherence. These results also incorporate the 
error due to wave aliasing, although this is a small fraction of the total error, which is largely 
dominated by the surfboard and backscattering modulation. By comparing the results of Figure 5a with 
Figure 6a, it is evident that the unidirectional wave spectrum is highly pessimistic, and statistically the 
height error averages down to a smaller value for a two-dimensional wave scene.  

The spread in values for the error at a particular SWH that Figure 6a exhibits is due to the fact that 
the error is highly dependent on the spectral distribution of the wave field, both in frequency and 
space. We have found that the error is particularly correlated with the spectrum wavelength centroid, 
as illustrated in Figure 6b, since more energy around the centroid is transferred on to longer 
wavelengths, thus corrupting the 1km x 1km pixels. 

The first order theory in the Appendix predicts that the electromagnetic bias, 〈ℎ௠〉, is not impacted 
by the surfboard sampling, and that it follows the expression 〈ℎ௠〉 ൌ 〈ℎ𝛿𝜎〉. For 𝛿𝜎 ൌ െ4𝛽 ℎ

𝜎ℎ
, as 

assumed in the simulations, the result is 〈ℎ௠〉 ൌ െ𝛽 ∙ 𝑆𝑊𝐻. Figure 7a shows the simulated RMS over 
the swath of the height bias as a function of SWH (in blue), which is roughly approximated by the 
results predicted by the first order theory (in red). However, this theory is not valid in the near range, 
as shown in see Figure 7b, which displays the height bias as a function of SWH for three different 
ground ranges, 10 km (blue), 20 km (green) and 60 km (red). The solid black line corresponds to the 
theoretical bias. Beyond 20 km, the height error is fairly well represented by the theoretical expression. 

 
(a) 

 
(b) 

Figure 6. (a) Swath average height error for 1 km × 1 km pixels as a function of SWH for 
multiple WAVEWATCH-III spectra. The red curve is the height error as a function of 
SWH that is used to project SWOT performance. (b) Swath average height error for 1 km x 
1 km pixels as a function of the spectrum wavelength centroid.   

S W H  (m )
0 2 4 6 8 10 12

H
e
ig
h
t 
s
td
 (
c
m
)

0

5

10

15
Swath averaged error
SWOT error budget allocation

S pectrum  w avelength centroid (m )
0 100 200 300 400 500

H
e
ig
h
t 
s
td
 (
c
m
)

0

1

2

3

4

5

S W H =2m

S W H =4m

S W H =6m

(b)

Fig. 14: a) Swath average height error for 1 km ×1 km pixels as a function
of SWH for multiple WAVEWATCH-III spectra. The red curve is the
height error as a function of SWH that is used to project SWOT per-
formance. (b) Swath average height error for 1 km x 1 km pixels as a
function of the spectrum wavelength centroid.(Peral et al., 2015).
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(a)  (b) 

Figure 7. (a) Swath average electromagnetic bias as a function of SWH (blue), compared 
with the first order theory (red). (b) Electromagnetic bias at 10 km (blue), 20 km (green) 
and 60 km (red) as a function of SWH, compared with Equation (9) in black. Note the 
positive slope in (a) is due to the fact that the RMS value is computed.  

6. Impact of Surface Waves on Projected SWOT Performance 

Ocean waves degrade the projected performance of the proposed SWOT mission, especially in the 
near range. This is not a phenomenon unique to radar interferometry, and altimeter performance has 
also been shown to be impacted by waves [29]. The height variance, 𝜎ℎ೘

2 , due to the surface waves 
(not including volumetric decorrelation) can be modeled as a function of ground range, 𝑥, as a constant 
term, 𝐶ఙబ, which is due to the backscatter modulation, and as a term that varies as the inverse of the 
ground range squared, which is attributed to the surfboard as follows: 

𝜎ℎ೘
2 ൌ 𝐶ఙబ ൅

𝐶𝑆ி

𝑥2  (10) 

The two coefficients, 𝐶ఙబ and 𝐶𝑆ி, have been derived as a function of SWH by fitting the simulated 
WAVEWATCH-III data presented in Section 5, and are plotted in Figure 8a. Equation (10) agrees 
with the conclusions of the first order theory included in the Appendix (see Equation (23)). 

Figure 8b compares the height error due to random effects (thermal, volumetric decorrelation due to 
waves, geometric and angular decorrelation, and pointing errors [Error! Reference source not 
found.]) to the systematic error due to waves (wave aliasing, surfboard and backscattering 
modulation), which follows Equation (10). SWOT¶V SeUfoUmance UeTXiUemenW iV VSecified foU a SWH 
of 2 m, which is identical to what has been traditionally imposed on the Jason series of nadir 
altimeters. For that SWH, the systematic height error due to the ocean waves is small (2.4 cm swath 
average total error, compared to 2.2 cm without including the surfboard and backscattering 
modulation), but as the wave energy increases, the error due to the waves becomes a significant 
portion of the total height error. Indeed, for SWH larger than  
4 m, the surfboard and backscattering modulation become the dominant error source.  

S W H  (m )
0 5 10 15

H
e
ig
h
t 
R
M
S
 b
ia
s
 (
c
m
)

0

5

10

15

20

25

30

35

40

45
Swath average simulated EM bias
Theoretical

S W H  (m )
0 2 4 6 8 10 12

H
e
ig
h
t 
b
ia
s
 (
c
m
)

-40

-35

-30

-25

-20

-15

-10

-5

0

Simulated EM bias @ 10km
Simulated EM bias @ 20km
Simulated EM bias @ 60km
Theoretical EM bias

Fig. 17: Electromagnetic bias from simulation including the surfboard effect at
10 km (blue), 20 km (green) and 60 km (red) as a function of SWH,
compared with input nadir EM bias in black. The results are for an
ensemble of 300 globally-sampled WAVEWATCH-III spectra. The EM
bias for larger incidence angle follows closely the input EM bias, but
deviates for smaller incidence angles where the surfboard effect is larger.
(Peral et al., 2015).
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Fig. 15: Cartoon illustrating the height wave-bunching effect for a sinusoidal
moving surface, such as long-wavelength swell, viewed from the near-
nadir direction. The blue line represents the true surface, and the green
line the orbital vertical velocity. The radial motion induces the distor-
tions shown by the arrows, leading to the surface points to be shifted
into the red line, which shows significant skewness, with flatter troughs
and peaky crests. Finite pixel resolution (pixel size indicated by brack-
ets), will result in more points being contained in trough than in crest
pixels, leading to brightness variations in the imaged field.
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Example case shown:
2.8 cpkm P-M peak, 
22.5 deg angle, 
2 m SWH

Black = Truth Spectrum

Green = AirSWOT-like 
height averaging

Magenta = SWOT-
like interferogram + 
height averaging

Fig. 16: Effect of wave bunching on along-track height spectra for a simple long-
wavelength swell-like ocean spectrum (black line). The green line is the
resulting spectra for high-resolution imaging, where heights are aver-
aged without taking into account surface brightness or without sig-
nificant cross-track interferogram averaging. The magenta line repre-
sents the results of averaging the interferogram, which includes power-
weighted averaging, followed by averaging in the cross-track direction
by 7.5 km, corresponding to the SWOT goal of resolving 15 km sub-
mesoscale features.
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Fig. 8: The effect of a constant error in radial motion will be to shift the apparent
target azimuth location along a constant range line. This will result in an
error in the look vector azimuth component, and hence in the translation
of interferometric phase into an elevation angle, so that a both location
and height errors are induced.
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Fig. 19: (left panel) Mid-swath mask of all points containing some water return
from the Ohio River simulation. Blue points are pure water, while
red points are a combination of water and layover. The points have
been geolocated according to their interferometric phase, so points with
large phase errors will lie outside the river. (right panel) Same as left
panel, but for a portion of the river in the near range, where layover
is prevalent. In the right image, all pixels with a height error smaller
than 5 cm have been colored blue, as this is an acceptable height error
(otherwise, most near-range pixels would be colored red, as most all
exhibit some level of layover). (Fu et al., 2012)
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Fig. 20: The area in green shows the region used to simulate the effect of vege-
tation on the interferometric heights for a region in the Amazon basin.
The water mask used is shown in blue, and we magnify three 60 km
square areas containing small rivers with different river and wetland
morphology. The instrument was looking from the left (west), and one
can see the effects of layover errors on the right (east) bank of the wa-
ter bodies. In the far range (east side of the swath), the errors can be
larger than in the near (west) side, due to higher volumetric correlation
of the vegetation returns. The root mean squared error for the entire
simulation is 2.8 cm, assuming that the water was 10 times brighter
than the vegetation. (Alsdorf et al., 2007)
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Fig. 21: The Wide-Swath Ocean Altimeter (WSOA) mission concept consisted
of a Ku-band real-aperture interferometer using a 5.4m deployable
baseline, working in conjunction with the Ocean Surface Topography
Mission/Jason-2, to fill in the nadir gap and provide tropospheric iono-
spheric corrections at nadir.
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Fig. 22: The forthcoming Surface Water Ocean Topography (SWOT) mission
uses a Ka-band SAR interferometer with a 10m rigid interferometric
baseline. A 120 km swath is achieved by imaging with separate beams
on either side of the nadir track. The nadir gap is filled in by a Jason-
class real-aperture Ku/C-band altimeter. A two-beam water vapor ra-
diometer provides wet-tropospheric corrections at the center of each
swath. The spatial resolution over land is on the order of 50 m, while
onboard processing provides 500 m ocean resolution.
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Tables

Parameter WSOA WaTER SWOT
Orbit height 1334 km 834 km 981 km

Orbit Inclination 66� 93.7� 77.6�

Orbit Repeat Period 10 days 16 days 20.86 days
Average Revisit Period 5 days 8 days 11 days

Total swath 200 km 120 km 120 km

Spatial Resolution 15 km 500 m (ocean)
⇠ 50m(land)

500 m (ocean)
⇠ 50m(land)

Wavelength 2.2 cm 0.8 cm 0.8 cm
Baseline length 6.4 m 10 m 10 m

Peak transmit power 100 W 1.5 kW 1.5 kW
Altimeter Ku/C Jason AltiKa Ku/C Jason

Radiometer Nadir WVR Nadir WVR 2-beam WVR

Tab. 1: Comparison of WSOA, WaTER and SWOT parameters.
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