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Abstract—The Arcsecond Space Telescope Enabling Research in
Astrophysics (ASTERIA) is a 10-kg, 6U CubeSat in low-Earth
orbit that was able to achieve subarcsecond pointing stability
and repeatability. To date, this is the best pointing on a space-
craft of its size. This paper will analyze various aspects of the
performance of its key piece of hardware—the payload. First, a
model of the optics and imager, which is used to simulate stellar
images, will be presented. The imager parameters used in this
model were derived from simple ground measurements. Next,
a centroiding algorithm is provided and used on the simulated
images to predict centroiding performance. These results will be
shown to match on-orbit telemetry of centroiding performance,
validating the modeling approach. This paper will then describe
an approach for and results of a geometric camera calibration
algorithm to estimate the focal length, distortion, and alignment
parameters. The modeling, analyses, and results presented in
this paper provide key information that can be used in a time-
domain pointing simulation or a frequency-domain pointing
error analysis.
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1. BACKGROUND & MOTIVATION
The Arcsecond Space Telescope Enabling Research in As-
trophysics (ASTERIA) was the first CubeSat designed and
integrated by the Jet Propulsion Laboratory (JPL) to have
been successfully operated in space. This project actually
traces its roots back to the ExoplanetSat project, led by the
Massachusetts Institute of Technology [1–9]. ASTERIA is a
10-kg, 6U CubeSat that was deployed from the International
Space Station on 20 November 2017 with a 400-km altitude
and 51.6-deg inclination. Fig. 1 shows the completed flight
vehicle and points out a few externally visible components.
See [10] for more general information about the spacecraft
and its operation.

The underlying goal of the mission is to image and perform
photometry on bright, nearby stars and detect transiting exo-
planets orbiting these stars. As a technology demonstration
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Figure 1: ASTERIA with deployed solar arrays.

with an eye to enable this science, the payload pointing must
be stable over an observation and repeatable across multiple
observations. A two-stage control system was employed to
achieve this pointing. Reaction wheels control the attitude
of the spacecraft bus while a piezo stage translates the focal
plane array to control the pointing of the payload. Fig. 2
shows a cartoon of how this two-stage control system func-
tions. ASTERIA was actually able to achieve a pointing
stability of 0.5 arcsec RMS over 20 minutes and a pointing
repeatability of 1 mas RMS from observation to observation.
See [11] for more information about the on-orbit performance
of the attitude and pointing control subsystems.

One of the key aspects of understanding how ASTERIA was
able to achieve this pointing is by analyzing the performance
of its main sensor—the payload. Fig. 3 shows the flight
payload and its components including the lens assembly,
piezo stage, and imager. The lenses, lens rings, lens hous-
ing, bipods, baffle, mounting plates, and enclosure were all
designed and integrated at JPL. The piezo stage is a Physik
Instrumente P-733K110, which is a customized version of the
off-the-shelf P-733.2CD. The electronics to control the piezo
stage were designed and integrated at JPL. Attached to the
piezo stage is a Fairchild Imaging CIS2521F0111 frontside-
illuminated, monochrome CMOS image sensor. The elec-
tronics and harnessing to drive the imager were designed and
integrated by Ecliptic Enterprises Corporation. The firmware
to control the imager was developed by JPL.

A cartoon of a typical observation campaign is shown in
Fig. 4. During orbit day, the spacecraft points its solar arrays
at the Sun to charge its batteries. If there is a communication
pass, the spacecraft will slew to point one of its antennas to
the ground station. To perform an observation, the spacecraft
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(a) Reaction wheels point the payload to the target star.

(b) Attitude errors cause the target star to shift on the imager.

(c) Piezo stage shifts the imager to compensate for attitude errors.

Figure 2: Two-stage pointing control concept.

Figure 3: ASTERIA payload.

will slew to point to a star field, observe the star field
normally during orbit night, and slew back to the Sun when
the observation is complete.

To go into a little more detail on an observation, after the
spacecraft slews to the desired star field, the payload is
initialized. At this point, the payload starts taking up to eight
windowed images at 20 Hz, with each window containing a
single guide star, as seen in Fig. 5. For this to occur, the
payload camera parameters such as focal length, distortion,
and alignment with respect to the star tracker must have been
calibrated properly, allowing the locations of each window to
be selected such that the guide stars land within them upon
completion of the slew to the star field. This concept of

Figure 4: ASTERIA concept of operations of a typical
observation.

Figure 5: Example of target and guide star windows for a
star field around HD 219134.

operations greatly simplifies the on-board software since it
eliminates the need for full-frame image processing and star
identification. These windowed images are then fed into the
pointing control algorithms, which centroid the guide stars
and use this information to compute a piezo stage command
to control the payload pointing. Since the guide star centroids
are the main source of feedback for the control algorithms, the
amount of noise on these centroids is a significant term in the
overall pointing error budget.

The focus of this paper is on the geometric camera calibra-
tion, centroiding performance, and modeling necessary to
understand and analyze these two important aspects of the
payload.

This paper will first introduce a camera model that can be
used to simulate the camera functionality and performance.
This model is split into two separate submodels. The first is
a geometric camera model, which determines the location of
stars on the imager given the spacecraft attitude. The second
is an imager model, which produces simulated stellar images.
Lab measurements will be described, which were used to
extract some of the imager noise parameters used in the
model. Simulated images will be compared against on-orbit
images of actual stars, showing that the simulation produces
realistic images with representative amounts of signal and
noise.

The paper will then describe the centroiding algorithm used in
the on-board pointing control software. Simulated images are
run through this algorithm and the centroiding performance
will be compared against on-orbit centroiding measurements,
validating the camera model at a high level.
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Figure 6: Reference frames used in the camera model.
The inertial J2000 (J2K ), spacecraft (SC ), and optics
(OP3 ) frames.

A geometric camera calibration algorithm will then be de-
scribed, which is used to estimate camera parameters such
as focal length, distortion, and alignment. On-orbit results
of the camera calibration from a single full-frame image are
presented. Finally, flight telemetry is analyzed to show how
the star-tracker-to-payload alignment changes over time and
how this can be modeled in the frequency domain.

2. CAMERA MODEL
The function of the camera model is to take in the spacecraft
attitude quaternion as well as the piezo stage position and
simulate an image of the star field observed by the payload.
This camera model can be used in a high-fidelity, time-
domain simulation used to assess the spacecraft performance.
In this paper, it is used to analyze the centroiding performance
and it is used in the geometric camera calibration procedure.
This model is split into a geometric camera model and an
imager model and will be described in the following two
subsections.

Geometric Camera Model

The geometric camera model uses the spacecraft attitude
quaternion to calculate the location of all the star centroids
that land on the imager. Fig. 6 shows a picture of the relevant
reference frames: the inertial J2000 frame (J2K ), spacecraft
frame (SC ), and optics frame (OP3 ).

The first step is to use a star catalog to compute the star unit
vectors in the inertial frame,

vJ2K =

[
cos δ cosα
cos δ sinα

sin δ

]
, (1)

where α is the right ascension and δ is the declination of a
given star. ASTERIA uses the Hipparcos star catalog [12],
which, in addition to right ascension and declination, pro-
vides proper motion information that can be used to propagate
the stars from the J1991.25 epoch to the current time. Given

additional information about the position and velocity of the
camera, the star unit vectors can also be adjusted to account
for parallax and stellar aberration.

The stars then need to be transformed to the OP3 frame from
the J2K frame. The transformation can be computed as

qOP3←J2K = qOP3←SC ⊗ qSC←J2K , (2)

where qSC←J2K varies and is the transformation to the SC
frame from J2K frame, qOP3←SC = [0.5 0.5 0.5 0.5]

T

is the nominal transformation to OP3 from SC as shown in
Fig. 6, and ⊗ denotes quaternion multiplication. With this
quaternion the inertial star unit vectors can be transformed to
the OP3 frame,[

vOP3
0

]
= qOP3←J2K ⊗

[
vJ2K

0

]
⊗ q−1OP3←J2K , (3)

where q−1 denotes the quaternion inverse or conjugate. Note
that this equation assumes that the fourth element of the
quaternion is the scalar.

Since some stars will end up outside the field of view of the
optics, it is important to ignore stars that meet the following
criteria,

bTOP3vOP3 < cos
FOV

2
, (4)

where bOP3 = [0 0 1]
T is the camera boresight, which is

aligned with the z-axis of the OP3 frame for ASTERIA, as
shown in Fig. 6, and FOV is the field of view of the optics.

These star unit vectors are now projected onto the two-
dimensional image space. The normalized star centroid
location in the two-dimensional optics (OP2 ) frame are
computed as [

un
vn

]
= −1

z

[
x
y

]
, (5)

where
[x y z]

T
= vOP3 . (6)

Note that in eq. (5), the image inversion is explicitly modeled
with a negative sign instead of hiding it in the frame defini-
tion. Also in this equation, it is again assumed that the z-axis
is the optical boresight.

The normalized star centroid locations are then distorted
using the radial and tangential distortion model seen in [13].
This model uses the radial and decentering distortions first
adapted in [14] and [15]. Examples of how these distortions
can change the location of centroids in general can be seen in
Fig. 7.

The radial distortions are computed as

ru = (k1r
2
n + k2r

4
n + k3r

6
n)un (7)

and
rv = (k1r

2
n + k2r

4
n + k3r

6
n)vn (8)

and the tangential distortions are computed as

tu = 2p1unvn + p2(r2n + 2u2n) (9)

and
tv = p1(r2n + 2v2n) + 2p2unvn, (10)
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(a) Pincushion distortion, +k1 (b) Barrel distortion, −k1

(c) Tangential distortion, +p1 (d) Tangential distortion, +p2

Figure 7: Examples of radial and tangential distortions.

where
r2n = u2n + v2n, (11)

k1 = 0.4, k2 = −1.7, and k3 = 0 are the nominal radial
distortion parameters, and p1 = 0 and p2 = 0 are the nominal
tangential distortion parameters for ASTERIA. The radial
distortion parameters were determined by fitting them to a
distortion versus field angle plot generated using a model of
the optics in Zemax, an optical design and analysis suite. The
tangential distortions were assumed to be zero since these are
the result of manufacturing tolerances (decentering of lens
elements and tilt of the focal plane).

The distorted star centroid positions from the OP2 frame in
the OP2 frame are computed as

pc←OP2
OP2 = f

[
un + ru + tu
vn + rv + tv

]
, (12)

where f = 85 mm is the nominal focal length of the camera
for ASTERIA.

These star centroids must now be transformed to the imager
frame. Since ASTERIA’s payload has the imager mounted on
a piezo stage platform that translates relative to the lens, this
tranformation involves more reference frames than a typical
camera. Fig. 8 depicts the various reference frames: the
optics frame (OP2 ), piezo stage reference frame (PZR),
piezo stage platform frame (PLT ), imager frame (IMG), and
window frame (WIN ).

The star centroids are first converted to the PZR frame, then
to the PLT frame, and finally to the IMG frame as

pc←PZR
PZR = MPZR←OP2 (pc←OP2

OP2 − pPZR←OP2
OP2 ), (13)

pc←PLT
PLT = MPLT←PZR(pc←PZR

PZR − pPLT←PZR
PZR ), (14)

Figure 8: Reference frames on the focal plane as viewed
looking down from the lens. The optics (OP2 ), piezo stage
reference (PZR), piezo stage platform (PLT ), imager
(IMG), and window (WIN ) frames. Not to scale.

and

pc←IMG
IMG = MIMG←PLT (pc←PLT

PLT − pIMG←PLT
PLT ), (15)

where pPZR←OP2
OP2 = [0 0]

T is the position of the PZR
frame from the OP2 frame in the OP2 frame, pPLT←PZR

PZR
varies and is the piezo stage position, pIMG←PLT

PLT =
[−7.12075 −8.42075]

T mm is the nominal imager location
on the moving piezo stage platform,

MPZR←OP2 =

[
0 −1
−1 0

]
, (16)

MPLT←PZR = I2×2, (17)

and

MIMG←PLT =

[
0 1
1 0

]
, (18)

by definition, as seen in Fig. 8.

The star centroids are then converted to pixels as

cIMG =
pc←IMG
IMG

p
, (19)

where p = 6.5 µm is the pixel pitch of the imager.

Only stars that land on the imager itself are considered,

[0 0]
T ≤ cIMG ≤ [nc − 1 nr − 1]

T
, (20)

where nc and nr are the width and height of the imager in
pixels, respectively.

At this point, it is important to note one important imple-
mentation issue. The radial and tangential distortions in
eqs. (7) through (12) can actually cause stars well outside
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the field of view of the camera to “fold over” and appear
to land on the imager. This is a modeling issue and does
not occur in reality. This occurs because the distortions, ru,
rv , tu, and tv , can grow large for large values of un and
vn, which, when added together in eq. (12), can result in
small numbers, making a star centroid land on the imager.
If selecting the FOV parameter in eq. (4) is not sufficient
to throw out these stars, it may be necessary to implement
an additional check. One simple method is to compute the
centroid locations using a pinhole camera model. This can be
done by setting ru = rv = tu = tv = 0 in eq. (12). If the
pinhole-model centroids do not land on or near the imager,
then the distortion-model centroids should also not land on
the imager.

Finally, if desired, the star centroids can be converted to a
location on a particular window of the imager as,

cWIN = cIMG −wIMG , (21)

where wIMG is the position of the window (WIN ) frame
from the IMG in the IMG frame in pixels, and only stars
that land on the window are considered,

[0 0]
T ≤ cWIN ≤ [nw − 1 nw − 1]

T
, (22)

where nw = 64 pixels is the size of the window.

Imager Model

The imager model then takes the centroid location as an
input and generates synthetic windowed star images as they
would be produced by the payload in flight. Simulation
parameters include a variety of astronomical, optical, and
electrical parameters that allow the generation of windows
under varying conditions. The simulation begins by pre-
computing several quantities that are used in later steps. It
then forms a windowed image by starting with a modeled
point spread function (PSF), scaling the flux according to
the assigned star magnitude, binning the flux onto detector
pixels, applying physical and electronic noise processes, and
converting the flux per pixel to digital values in a manner
consistent with the real imager electronics. The complete
list of precomputation and image generation steps are listed
below and are described in the paragraphs that follow.

Precomputation

1. Generate a theoretical PSF
2. Compute the incident flux from the star being imaged
3. Compute the incident flux due to stray light
4. Generate a dark-current non-uniformity (DCNU) map
5. Generate a photo-response non-uniformity (PRNU) map
6. Generate a subpixel-sensitivity map

Image Generation

1. Place the PSF at the desired subpixel location
2. Multiply the PSF with the subpixel sensitivity map
3. Pixelate and normalize the resultant PSF
4. Compute the stellar flux per pixel
5. Compute the stray light flux per pixel
6. Multiply flux per pixel with the PRNU map
7. Compute dark current per pixel using the DCNU map
8. Compute read noise per pixel
9. Sum flux, dark current, and read noise values
10. Saturate below zero and above the full-well capacity
11. Convert from electrons per pixel to volts
12. Apply the analog-to-digital converter (ADC) gain and
offset

Figure 9: Telescope lens design using five refractive ele-
ments.

13. Saturate volts
14. Convert from volts to counts
15. Add column offsets
16. Quantize and saturate counts

Point Spread Function (PSF) Generation— The ASTERIA
optical telescope is a refractive design consisting of five lens
elements arranged in a cylindrical aluminum housing. Fig. 9
shows the layout of the lens elements.

A Zemax model of the optics was used to generate a set of
predicted PSFs with varying degrees of aberration. A Monte
Carlo simulation consisting of 100 trials was run, with each
trial applying random amounts of decenter on each of the
five lenses. The amount of decenter applied was bounded
by the mechanical tolerances of the lenses and housing. For
each trial, tilt compensation was added at the image plane—
emulating focal plane tilt compensation applied via shims
when building the hardware—and PSFs were generated at
multiple field points. These PSFs represent the flux distribu-
tion at the focal plane when imaging a point source at infinity
(i.e. a star). Fig. 10 shows one such PSF. This example is
particularly aberrated—much more so than the images from
the as-built and as-flown payload—but it was selected to
serve as a bounding worst case for analysis to come. Note
that the modeled PSF size does not match the window size
and must be remapped onto a new grid as a part of the image
generation process.

Stellar Flux—The total stellar flux ΦS arriving at the entrance
pupil of the telescope is given by the standard definition of V
magnitude,

ΦS = Φ0 · 10−V/2.5 (23)

where Φ0 = 9.6 × 1010 photons/m2/s/µm is the flux at Vega
(V = 0) [16]. The signal contained within the PSF at the
focal plane SP is then given by

SP = ΦS ·
πD2

4
· τ ·∆λ ·QE · I(θ) · t (24)

whereD = 0.06 m is the effective aperture diameter, τ = 0.8
is the average transmission over the pass band and field of
view, ∆λ = 400 nm is the pass band (500 nm to 900 nm),
QE = 0.42 e−/photon is the average quantum efficiency over
the pass band when converting photons to electrons (e−), I(θ)
is the field-angle-dependent relative illumination on the focal
plane, and t is the integration time.
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Figure 10: Example point spread function (PSF).

Stray Light Flux—The imaging simulation includes a stray
light contribution from the Moon. A detailed stray light
analysis was not conducted. Instead, the stray light contribu-
tion was computed based on reasonable assumptions and the
limited test and analysis data that was available. The incident
flux from the moon is given by

ΦM = Φ0 · 1012.74/2.5 photons/m2/s/µm (25)

where the lunar apparent visual magnitude V = −12.74 is
from [17]. The general equation for flux at the focal plane
due to lunar stray light is,

SM = ΦM · cos θM ·
πD2

B

4
· ρn · τ ·∆λ ·QE · t · 1

nrnc
(26)

where θM is the moon off-axis angle from the payload bore-
sight, DB = 0.01 m is the diameter of the baffle, ρ = 0.045
is the baffle reflectivity, n is the number of reflections from
first hitting the baffle until reaching the focal plane, nr is
the number of rows in the imager and nc is the number of
columns in the imager.

As a simplifying assumption, this equation models the stray
light flux as being uniformly distributed over the focal plane.
The units of SM are therefore electrons per pixel. Numerical
analysis of the ASTERIA baffle and lens assembly showed
that for angles of 45 degrees or greater, incident rays will
undergo at least two reflections from surfaces that had been
painted black, therefore θM = 45◦ and n = 2.

Dark-Current Non-Uniformity (DCNU) Map—The next step
is creating a map of dark current over the simulated window.
This involves (1) determining the DCNU map at a reference
temperature and (2) generating dark current values for each
pixel at the operating temperature. DCNU is the variation in
dark current from pixel to pixel. Based on measurements of
the Fairchild detector (see Fig. 24 and surrounding discus-
sion), it was determined that the dark current value in each
pixel follows a log-normal distribution. The dark current
value of a pixel is given by

SD0
= exp(µ+ σZ), (27)

where

µ = ln

 mD0√
1 +

s2D0

m2
D0

 , (28)

σ =

√
ln

(
1 +

s2D0

m2
D0

)
, (29)

mD0
= 40.1 e−/pixel/s is the mean dark current, sD0

=
28.6 e−/pixel/s is the dark-current non-uniformity, both mea-
sured at a reference temperature of T0 = 305 K, and Z ∼
N (0, 1) is a standard normal random variable. The DCNU
map for reference temperature T0 is created by drawing
samples from this log-normal distribution for each pixel in
the window.

Next the SD0
values are used to calculate the dark current at

each pixel for an arbitrary detector temperature. The mean
dark current signal in each pixel SD due to thermal processes
within the detector is given by [18, eq. 7.43]

SD = CT 1.5 exp

(
−Eg
2kT

)
(30)

where C is a constant, T = 303 K is the detector operating
temperature, Eg is the silicon bandgap energy, and k =
8.62 × 10−5 eV/K is Bolzmann’s constant. The bandgap
energy Eg varies with temperature following an empirical
formula given by [18, eq. 7.44],

Eg = 1.1557− 7.021× 10−4T 2

1108 + T
(31)

We can solve eq. (30) for C by measuring the dark current
signal SD0 at a reference temperature T0,

C =
SD0

T 1.5
0 e−Eg0

/(2kT0)
(32)

where Eg0 is the bandgap energy calculated for T0 using
eq. (31).

Inserting the random samples SD0
into eq. (32) and calculat-

ing a new set of dark current values SD using eq. (30), a map
of dark current over a window at temperature T is obtained,
as shown in Fig. 11. Multiplying the dark current values by
the integration time t yields a dark current signal in electrons
per pixel.

Photo-Response Non-Uniformity (PRNU) Map—The varia-
tion in sensitivity from pixel to pixel or PRNU was incor-
porated into the model by drawing random pixel sensitivity
values from a normal distribution with µ = 1 and σ = 0.03,
corresponding to the datasheet PRNU value of 3%. Fig. 12
shows the resulting PRNU map.

Subpixel Sensitivity Map—In addition to PRNU effects be-
tween pixels, silicon-based array detectors exhibit varia-
tions in sensitivity within individual pixels. These sub-
pixel or “intrapixel” sensitivity variations have been mea-
sured in both CCDs [19] and CMOS devices [20]. Due to
schedule constraints, the subpixel sensitivity of the Fairchild
CIS2521F0111 imager was not measured. Instead a Gaussian
subpixel sensitivity function was applied,

s(x, y) = exp

(
− (x− x0)2 + (y − y0)2)

2σ2

)
(33)
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Figure 11: Dark-current non-uniformity map.

Figure 12: Photo-response non-uniformity map.

where s is relative sensitivity, (x, y) defines a local coordinate
system centered on the pixel, (x0, y0) are the in-plane offsets
of the subpixel response surface with respect to the pixel
center, and σsp parameterizes the width of the Gaussian. The
results contained here use x0 = 0.1 pixel, y0 = 0.2 pixel,
and σ = 0.3 pixel. Fig. 13 shows the subpixel sensitivity
map for a single pixel. This map is replicated over all pixels
in a window, as shown in Fig. 14.

Image Generation— Having performed the computations
above, generating the simulated image begins with placing
the PSF at the desired subpixel location on the window
grid, which can be done via two-dimensional interpolation.
The PSF is then multiplied by the subpixel sensitivity map,
resulting in Fig. 15.

The next step is to pixelate the image by down-sampling the
fine grid—used to define the detailed PSF structure and sub-
pixel contours—into pixel-sized bins. The resulting pixelated
PSF is also normalized such that the sum of all values in the
window is unity. This is done in preparation for adding stellar
flux levels in the next step. Fig. 16 shows the pixelated PSF.

With the pixelated, normalized PSF in hand, the next step is
to simply multiply each pixel by the value given by the stellar
flux level, SP , given in eq. (24). Because SP represents the

Figure 13: Subpixel sensitivity map for a single pixel.

Figure 14: Subpixel sensitivity map, achieved by repli-
cating the single-pixel sensitivity map to all pixels in the
window.

Figure 15: Subpixel point spread function.
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Figure 16: Pixelated point spread function.

total amount of stellar flux contained in the PSF, multiplying
by a pixelated PSF that has been normalized to unity will
give the correct distribution of mean electrons per pixel. To
properly account for photon shot noise, pixel values for the
stellar signal are drawn from a Poisson distribution that uses
the mean electrons per pixel as the distribution parameter.

The stray light signal is computed in a similar manner as the
stellar signal. The stray light signal per pixel, SM , is given
by eq. (26) and to account for shot noise, SM is used as the
parameter when drawing samples from a Poisson distribution.
Both of these arrays—stellar signal and stray light signal—
are each multiplied by the PRNU map to account for pixel-
to-pixel sensitivity variations.

The next step is computing an array that represents the dark
current signal per pixel. This is accomplished by using the
mean dark current signal per pixel (i.e. DCNU map SD in
Fig. 11 multiplied by integration time t) as the parameter in a
Poisson distribution to add shot noise effects.

The final contribution to the array of raw pixel values is
read noise, which is simulated by drawing values from a
normal distribution with zero mean and σ = 5.7 e−/pixel
as measured in the laboratory (see Fig. 23 and surrounding
discussion).

The stellar flux array, stray light flux array, dark current array,
and read noise array are summed to compute the total charge
per pixel Se− . Values larger than the full well capacity are set
to the datasheet value of 30,000 e− and negative values are
set to zero.

The signal can now be converted from e− to counts as

Scnt =
2nb − 1

∆v
· gPGA · gV/e− · Se− , (34)

where gV/e− = 40 µV/e− is the conversion gain based on
values from the datasheet, gPGA = 1.94 is the as-measured
analog gain of the programmable gain amplifier (see Fig. 22
and surrounding discussion), ∆v = 1.021 V is the voltage
range of the analog-to-digital converter (ADC), and nb = 11
is the number of bits in the ADC. An example of the post-
ADC image is shown in Fig. 17.

The Fairchild CIS2521F has a set of fixed offsets that are

Figure 17: Simulated windowed image before adding
column offsets.

Figure 18: Final simulated windowed image.

added to each column during read-out, which is included in
the simulation. See Fig. 21 and the surrounding discussion.
The column offsets are likely due to differences in offsets
between the column amplifiers.

After applying the column offsets, the last step is to quantize
the pixel counts by flooring the values to integers, setting any
negative values to zero, and saturating values at a maximum
of 2nb − 1. An example of the final simulated window is
shown in Fig. 18.

Laboratory Measurements of Imager Parameters

Simple measurements were taken in the laboratory to obtain
some of the key imager parameters. Note that some of
these methods of taking data could have been improved and
some tests were omitted given the very tight time constraints
between having a functioning flight payload and delivery of
the spacecraft.

Before discussing the measurements that were taken, it is
important to understand the layout of the pixels in the imager,
which is shown in Fig. 19. This shows that the imager has a
16-pixel border of optically and electrically dark pixels. The
optically and electrically dark pixels are covered with metal,
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Figure 19: Fairchild CIS2521F pixel layout as viewed
looking down from the lens. Not to scale.

ensuring that light cannot illuminate these pixels. In addition,
the electrically dark pixels are tied to ground, removing any
dark current that is built up on these pixels. Also, note that
the imager is split into a top half and bottom half. The imager
can be thought of as two separate imagers placed side by side
and the following analyses will compute values for the top
and bottom half separately to see if there is a difference in
performance between the two.

The column offsets were computed by taking many full-frame
images at the high-gain setting. An example full-frame image
is shown in Fig. 20. This clearly shows that the columns do
indeed have an offset and the offset is different for the top
and bottom halves of the imager. The mode of the electrically
dark rows were taken across frames and rows for the top and
bottom halves of the imager. A histogram of these offsets are
shown in Fig. 21. These offsets are necessary to be able to
upload as parameters for the on-board centroiding algorithm
that will be discussed in Section 3. Note that it was later
determined that the column offsets change slightly when op-
erating the imager in the full-frame versus windowed mode.
Since the centroiding is always performed in the windowed
mode, the column offsets should have been gathered in the
windowed mode during ground testing.

The imager analog voltage gain was determined by taking
many full-frame images of a flat field at both the low-gain
and high-gain settings and correcting the column offsets.
The active area of the low-gain and high-gain images were
averaged separately, then the high-gain image was divided,
pixel-by-pixel, by the low-gain image to obtain the gain for
each pixel. A histogram of the gain values are shown in
Fig. 22 and show an average gain of 1.94, which is close to
the expected value of 2.

The read noise was calculated by analyzing the electrically
dark pixels after the column correction. These pixels should
not accumulate charge from photons or dark current and their
values should therefore be influenced only by read noise.
The standard deviation of each of the electrically dark pixels
were computed over many frames and the histogram of these
standard deviations are shown in Fig. 23. This shows a read

Figure 20: Example raw full-frame image showing differ-
ent column offsets for the top and bottom halves of the
imager.

Figure 21: Histogram of the column offsets present in the
top and bottom halves of the imager.

Figure 22: Histogram of the analog voltage gain of each
active pixel.
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Figure 23: Histogram of read noise for each electrically
dark pixel.

noise of 5.7 e−, with a conversion gain of 0.155 cnt/e−. This
is higher than expected since the datasheet reported a read
noise of 2 e− when using a 30x gain setting. In hindsight,
the read noise is likely lower for higher gain setting and it
might have been advantageous to use a higher gain setting.
This would have to have been specified when the imager
electronics board was being designed since using the higher
gain settings requires different pin connections.

The dark-current non-uniformity was determined by taking
many long-duration full-frame images. The optically dark
pixels were column-corrected and averaged over the frames.
An integration time of 60 s provided a good balance between
building up charge on many pixels and avoiding saturation.
The histogram of these pixel values are shown in Fig. 24.
There is little difference between the top and bottom and
the histogram matches very well to a log-normal distribution.
The bump at the high-end of pixel values are due to a small
number of pixels saturating and the column-offset correction
bringing those values down away from saturation. This plot
shows a average dark durrent of 40.1 e−/pxl/s and dark-
current non-uniformity or standard deviation of 28.6 e−/pxl/s,
with a conversion gain of 0.155 cnt/e−, integration time of
60 s, and temperature of 32 C. These numbers are on the
same order of magnitude as the datasheet, which quotes a
dark current of 35 e−/pxl/s and dark-current non-uniformity
of 65 e−/pxl/s at 20 C.

The optically and electrically dark pixels on the imager
enabled the measurement of various imager parameters with
very simple tests involving taking full-frame images. These
parameters were used to update the imager model before
flight.

Simulated vs. Measured Images

Figs. 25 and 26 show actual raw and corrected images of the
star HD 219134, respectively. This can be directly compared
against Figs. 18 and 17, which are simulations of a star
with the same V magnitude. The column offsets are a bit
different between the simulated and measured raw images
since the simulated column offsets are from a full-frame
image while a windowed image has slighly different column
offsets. In the corrected images, the noise and signal levels in
the simulated and measured images qualitatively match. The
PSF shape is clearly different because no attempt was made

Figure 24: Histogram of optically dark pixel values for an
integration time of 60 s at 32 C.

Figure 25: Measured, raw, windowed image of HD
219134.

to model the on-orbit PSFs to incorporate into the simulation.
Nevertheless, this does provide a high-level validation of the
imager model.

3. CENTROIDING
This section will discuss the on-board centroiding algorithm,
some results of the centroiding algorithm run on simulated
images, and compare those results against on-orbit centroid-
ing telemetry.

Centroiding Algorithm

The centroiding algorithm that will be presented is the flight
algorithm and it assumes that the input will be a windowed
image of a single star. It is based on algorithms that can be
found in literature such as the one in [21], but contains mod-
ifications to correct for column offsets and reject temporarily
bright or hot pixels.

The first step is to compute the average value of background
pixels. It does this by computing the average value of the top
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Figure 26: Measured, corrected, windowed image of HD
219134.

and bottom rows of the window as

b =

∑n−1
j=0 [max(p0,j − oj , 0) + max(pn−1,j − oj , 0)]

2n
,

(35)
where pi,j is the raw pixel value of the zero-indexed ith row
and jth column of the windowed image, oj is the offset for
column j, n = 64 pixels is the size of the window, and the
max function ensures that the column-offset subtraction does
not bring the corrected pixel value below zero. The left and
right columns were left out for simplicity but can be included
in this calculation, if desired. Note that this assumes that there
are no stars or otherwise bright pixels in the border. This is
ensured to be the case by selecting guide stars with no nearby,
bright neighbors.

The next step is to search the window for the approximate star
centroid location. Simply searching for the brightest pixel in
the window can result in making the algorithm sensitive to
temporarily bright pixels or hot pixels, as seen in [11]. There-
fore, the search process will look at the column-corrected,
background-subtracted pixel value, max(pi,j−oj−b, 0), and
if it is greater than a set threshold, the pixel is valid. The
brightest pixel can now be searched for by only considering
a pixel if it is valid and at least one orthogonally adjacent
pixel is also valid. This greatly reduces the probability that
the centroiding algorithm will be significantly affected by a
temporarily bright pixel or hot pixel.

The centroiding region of interest (ROI) can now be centered
on this approximate star centroid location and the center of
mass can be computed as

cWIN =

[∑i0+m−1
i=i0

∑j0+m−1
j=j0

jmax(pi,j − oj − b, 0)∑i0+m−1
i=i0

∑j0+m−1
j=j0

imax(pi,j − oj − b, 0)

]
∑i0+m−1
i=i0

∑j0+m−1
j=j0

max(pi,j − oj − b, 0)
,

(36)
where i0 and j0 define the corner of the ROI, and m is the
size of the ROI.

The centroid is then converted from the WIN frame to the
IMG frame as

cIMG = cWIN + wIMG , (37)

Figure 27: Centroiding bias and standard deviation over
a pixel for a simuated V magnitude 6 star.

where wIMG is the position of the window (WIN ) frame
from the IMG in the IMG frame in pixels.

Example Centroiding Error

The centroiding algorithm can now be run on a set of simu-
lated images generated using the imager model presented in
Section 2 to predict centroiding errors.

A series of images were created with the star at locations over
a grid the size of a pixel. This allows the centroid error to
be computed as a function of centroid location on a pixel.
Fig. 27 shows the resulting centroid errors, split into a bias
and standard deviation for the x and y-directions, for a V = 6
magnitude star.

The biases show a clear “s-curve” error, which repeats with
a period of one pixel. The exact shape of these curves
are determined mostly by the PSF shape, which, for this
simulation, is shown in Fig. 10. The standard deviation is
mostly the same value over a pixel except for an increase
in the y-direction over a strip of the pixel. These increases
in standard deviation tend to appear where there are large
gradients in the centroid bias.

Simulated vs. On-Orbit Performance

For ASTERIA, the standard deviation of the centroid error
is much more important than the bias. Monte Carlo sim-
ulations were run to predict the centroid standard deviation
versus V magnitude, which can be used to predict pointing
performance for a given star field. These were then compared
against on-orbit telemetry to determine how well the model
predicted on-orbit performance.

Telemetry from on-orbit observations contain the centroid
locations computed at 20 Hz, which can be used to compute
the measured, on-orbit centroid standard deviation of the
observed guide stars. These centroids, however, contain
the actual motion of the centroids over the observation,
unlike the simulated centroids, which were held in place.
To isolate the actual low-frequency motion from the white
centroid noise, the one-sided power spectral density (PSD)
and the cumulative mean square value (MSV), integrated
from infinity to zero, were computed. These plots for one
centroid over multiple observations of the same star field are
shown in Fig. 28. This shows that at frequencies below 2
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Figure 28: Power spectral density and cumulative mean
square value of centroid movement.

Hz, the approximate pointing controller bandwidth, the PSD
grows—this is the actual centroid motion. For frequencies
above 2 Hz, the centroid error flattens out to a noise floor—
this is the white centroid noise. A simple one-sided, band-
limited, white-noise PSD can be fit to the cumulative MSV
for frequencies higher than 2 Hz. This PSD is given by,

P (f) = 2σ2∆t, (38)

where σ is the centroid standard deviation, ∆t = 50 ms is the
sampling period, and f is frequency in Hz. Note that when
this PSD is integrated from 0 Hz up to the Nyquist frequency
of 1/(2∆t), the MSV is σ2, as expected. A minimum value
and maximum value centroid standard deviation fit are shown
in Fig. 28. It is expected that the measured MSV drifts outside
of this range for frequencies below 2 Hz.

The maximum and minimum centroid standard deviations
versus V magnitude for the simulation and on-orbit mea-
surements are shown in Fig. 29. For the simulation, a V
magnitude range of 2.5 to 6 was chosen as a range that
would not saturate the imager on the bright side and not
result in a poor signal-to-noise ratio on the dim side. For the
measurements, seven guide stars were used for observations
of the star field around HD 219134 and their catalog V
magnitudes happened to lie within the range of 4.5 to 6. The
measured centroid standard devations line up well with the
predicted centroid standard deviations, validating the ability
to use the imager model to predict centroiding performance
at a high level.

4. GEOMETRIC CAMERA CALIBRATION
The goal of geometric camera calibration, or camera resec-
tioning, is to estimate the parameters of a camera model such
as focal length, distortion, and alignment. With this model,
the location of stars on the focal plane can be predicted for
a given spacecraft attitude. This is essential for ASTERIA
since the window locations for each guide star must be
specified prior to any observation.

The problem of geometric camera calibration has been well
researched and there exist common methods for performing
this calibration [22, 23]. These methods typically involve
taking pictures of a calibration target at multiple distances and

Figure 29: Simulated versus measured centroid standard
deviation versus V magnitude for integration times of 50
ms.

orientations and batch processing these images to estimate the
camera parameters. However, there are many problems with
this approach when applying it to ASTERIA. First, ASTE-
RIA’s payload is focused at infinity to image stars, so any
images of close-range calibration targets will be blurry. This,
combined with the 10-degree field of view of the camera,
means that the calibration target would need to be relatively
far away and large, making this approach less feasible. In
addition, it is unclear how this approach would translate to
imaging stars, which are point sources, since the calibration
target is typically a grid of circles or squares of finite size.
Finally, any geometric camera calibration that is performed
on the ground may need to be performed again on orbit
anyway due to the differences in temperature and pressure.
Therefore, it makes the most sense to do this calibration on
orbit by imaging an actual star field. The idea of using a
star field to perform geometric camera calibration is not new
[14, 24, 25]. However, the problem setup, model parameters,
and procedure needed to be modified for use on ASTERIA.

Calibration Procedure

The proposed geometric camera calibration procedure only
requires the centroids of a star field image, and the spacecraft
attitude and piezo stage position at the time the image was
taken. This process can easily be extended to process multiple
images. The general idea is to perform a nonlinear least-
squares minimization of a cost function,

min
x

∑
i

(cpiIMG − cmi

IMG)T (cpiIMG − cmi

IMG), (39)

where cpiIMG is the ith predicted centroid in pixels, cmi

IMG is
the ith measured centroid in pixels, and

x = [δφ δθ δψ k1 k2 k3 p1 p2 f ]
T (40)

contains the camera parameters to be optimized. The vari-
ables δφ, δθ, and δψ are roll, pitch, and yaw perturbations
in the camera alignment, which are used to construct a delta
quaternion,

δq =


sin φ

2 cos θ2 cos ψ2 − cos φ2 sin θ
2 sin ψ

2

cos φ2 sin θ
2 cos ψ2 + sin φ

2 cos θ2 sin ψ
2

cos φ2 cos θ2 sin ψ
2 − sin φ

2 sin θ
2 cos ψ2

cos φ2 cos θ2 cos ψ2 + sin φ
2 sin θ

2 sin ψ
2

 . (41)
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This equation assumes that the fourth element in the quater-
nion is the scalar. Note that even though the roll, pitch, and
yaw adjustments will likely end up being small, it is important
to not use a small-angle approximation to create the delta
quaternion since the optimization algorithm may evaluate the
solution with large angles. This delta quaternion is used to
adjust the alignment quaternion,

q̄OP3←SC = δq ⊗ qOP3←SC . (42)

One notable distinction between this method and other meth-
ods laid out in the literature is that the principal point is not
estimated. This is because it was determined that the pitch
and yaw elements in the alignment quaternion result in a shift
of centroid locations that is indistinguishable from a change
in principal point. Therefore, the principal point is left out of
the optimization and its nominal value is held constant.

To construct the cost function, the predicted and measured
centroids must first be computed. To compute the predicted
centroids, the inputs, qSC←J2K and pPLT←PZR

PZR , are fed
into the geometric camera model presented in Section 2. To
compute the measured centroids, the full-frame image can be
fed into an algorithm such as the one presented in Section 3,
with a few modifications for it to work using a full-frame
versus a windowed image.

These measured stars must now be matched to the predicted
stars. This can be accomplished through any star identi-
fication algorithm such as Pyramid [26]. Instead, for this
application, a simple and naı̈ve approach of matching each
measured centroid with its nearest predicted centroid was
sufficient, though it did require some human intervention to
intelligently select the initial parameters. For autonomous
calibration applications, a more robust matching algorithm
should be used.

Now that the cost function can be evaluated, it can be op-
timized using a nonlinear optimization algorithm. In MAT-
LAB, a numerical computing environment, the fminunc
function using the quasi-newton algorithm sufficed.

On-Orbit Calibration Results

A full-frame image of the star field around HD 219134 was
captured to perform an on-orbit geometric camera calibration,
as shown in Fig. 30. At the time the picture was taken, the
attitude was

qSC←J2K =

+0.8680963044
−0.0952830051
+0.4849758134
+0.0461347548

 (43)

and the piezo stage position was

pPLT←PZR
PZR = [50 50]

T µm. (44)

Fig. 31 shows the predicted and measured centroids using
the nominal camera parameter values before the calibra-
tion. There is a significant offset between the predicted
and measured centroids of approximately 120 pixels, which
means that the stars would not have landed in their specified
windows since the windows are only 64× 64 pixels in size.

For illustrative purposes, the optimization was run with the
option of only varying the alignment quaternion, q̄OP3←SC .
Fig. 32 shows the results with magnified residuals between

Figure 30: Full-frame image used for geometric camera
calibration.

Figure 31: Predicted and measured centroids before cali-
bration.

the measured and predicted centroids. The residuals show
a clear radial error pattern. Also, note that the number
of measured and predicted stars are different due to the
centroiding and star catalog thresholds that were selected, and
unmodeled variations in stellar spectra.

Fig. 33 shows predicted and measured centroids with the final
calibration. The measured and predicted centroid match well,
with residual errors showing a standard deviation of 0.5 pixel
and no obvious pattern.

Table 1 compares the nominal parameters with the calibrated
parameters. Note that the radial and tangential distortion
coefficients have remained the same. This was purposefully
enforced to be true since allowing those variables to be
optimized did not significantly improve the calibration. Also,
it turns out the radial errors shown in Fig. 32 are not due to
radial distortion, which is a second-order or higher effect (see
eqs. (7) and (8)), but rather a roughly 1-mm error in the focal
length, which is a first-order effect.

The residual error in the calibration is most likely due to
measured centroid biases, which are dependent upon each
star’s PSF shape, field position, and brightness. Other errors
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Figure 32: Predicted and measured centroids with align-
ment calibration only.

Figure 33: Predicted and measured centroids after cali-
bration.

Table 1: Nominal and calibrated camera parameters

Parameter Variable Nominal Calibrated
Roll pert. δφ 0 deg +0.1267 deg
Pitch pert. δθ 0 deg +0.5023 deg
Yaw pert. δψ 0 deg -0.1627 deg

Radial coeff. 1 k1 0.4 0.4
Radial coeff. 2 k2 -1.7 -1.7
Radial coeff. 3 k3 0 0
Tan. coeff. 1 p1 0 0
Tan. coeff. 2 p2 0 0
Focal length f 85 mm 83.94 mm

such as star catalog errors, proper motion, parallax, and
stellar aberration will have a much smaller effect on the
calibration errors. The Hipparcos catalog has errors in right
ascension and declination of less than 300 mas [12], which
is a very small fraction of a pixel. Proper motion has been
accounted for by propagating the star catalog to the current
time and errors on those propagated values can be on the
order of hundreds of mas [12], which again is insignificant.
Parallax can introduce an error on a per-star basis of up to 0.8
arcsec [12], based on the distance to the closest star, Proxima
Centauri. This is still a fraction of a pixel and can be ignored.
Stellar aberration can produce a common-mode bias in all
centroids of up to 20.5 arcsec due to the velocity of Earth
around the Sun and 5.3 arcseconds due to the velocity of the
spacecraft around Earth at an altitude of 400 km. This can
result in a worst-case centroid shift of up to approximately
3 pixels, which is still very small compared to the 64 × 64
window size. Also, since every star in the field of view
is shifted by approximately the same amount on the focal
plane, this is indistinguishable with a change in the alignment
quaternion.

This calibration procedure and results using a single image
has proved to be more than sufficient to predict the location
of stars to be able to place them in a 64×64 window for many
science observations. This calibration has only needed to be
performed once on orbit.

Changes in Camera Calibration Parameters

To get a sense of how much the camera calibration parameters
change over the course of an observation, the calibration
procedure was run using pointing control telemetry at each 20
Hz time step over an observation. Fig. 34 shows the results.
It can be seen that the focal length does change by up to 0.03
mm versus the calibrated focal length shown in Table 1, but
this results in errors of a fraction of pixel. On the other hand,
the alignment does change by tens of arcseconds, or multiple
pixels. It is important to note again that this alignment
change is isomorphic to changes in principal point and stellar
aberration changes over the course of the observation. These
three effects produce the same resulting effect on the payload,
but this analysis pins it all on changes in alignment. It is
also worth noting that this change in alignment is on the
right order of magnitude given the approximate size of the
spacecraft, coefficient of thermal expansion of the materials,
and thermal gradients that the spacecraft experiences over an
orbit.

As a useful input to the overall pointing error budget of
ASTERIA as well as a potentially useful data point for
other missions, a frequency-domain model of this change in
alignment can be developed. The PSD and cumulative MSV
of the alignment changes over an observation were computed
for many observations. The results are shown in Fig. 35.

A shaping filter can now be developed, which, when fed
with unit white noise, will output a signal with a PSD and
cumulative MSV which bounds these measured PSDs and
MSVs. A fitted transfer function of this shaping filter is given
by

G(s) = a

(
b

s+ b

)2

(45)

where a = 0.011 is the low-frequency value of the transfer
function, b = 0.01 rad/s is the cutoff frequency of the shaping
filter, and s is the Laplace variable. The one-sided PSD of this
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Figure 34: Changes in the calibrated camera parameters
over an observation.

Figure 35: Power spectral density and cumulative
mean square value of star-tracker-to-payload alignment
changes.

system is given by

P (f) = 2 |G(f)|2 , (46)

which is plotted in Fig. 35. This resulting system, the shaping
filter excited by unit white noise, can be used in either
a time-domain simulation or frequency-domain analysis to
determine the effect of changes in star-tracker-to-payload
alignment on the overall pointing error.

5. SUMMARY & CONCLUSION
This paper provided an overview of the modeling and per-
formance of the ASTERIA payload, which is an important
part of understanding the overall pointing performance of
ASTERIA.

An imager model, along with laboratory measurements of key
imager noise parameters, were presented. A centroiding al-
gorithm was run on these images and compared against flight
telemetry, showing that the imager model is able to predict
the on-orbit centroiding performance that was achieved.

A geometric camera model was presented and used as a
part of a geometric camera calibration procedure to estimate
camera parameters such as focal length and alignment. On-
orbit data was used to show how this calibration procedure
works and how the parameters change over time, as well as
create a model of the alignment changes over time.

The results of this paper will provide important information
for a future publication on ASTERIA’s pointing algorithms
and analysis.
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