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Cassini

Orbit Insertion June 28, 2004 Grand
Finale September 15, 2017
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Jet Propulsion Laboratory

EEY ey U.S. National Research Council Report:
Frontiers in the Analysis of Massive Data

Chartered in 2010 by the U.S. National
Research Council, National Academies

Chaired by Michael Jordan, Berkeley, AMP
Lab (Algorithms, Machines, People)

NASA/JPL served on the committee
covering systems architecture for big data
management and analysis

Importance of more systematic
approaches for analysis of data

Need for end-to-end data lifecycle: from
point of capture to analysis

Integration of multiple discipline experts 2013

Application of novel statistical and machine
learning approaches for data discovery




et propuision aboratoy | 1@ Growing Need for Data Science

California Institute of Technology

from Space News

» . .
ISSUE+  FEATURES ~ COLUMNS +  LOG IN | SUBSCRIBE ARTIFT(I:{IEAITJ?J%CE}EITE;ENCE .'"tradltlonal da.ta analytlcs.
RESEARCH AND DEVELOPMENT infrastructure will start to give way
STRATEGIC PLAN to strategic investments in data
systems that are broad in scope

HOME

Smallsats and the multi-trillion-

[IOIIar data SEt National Science and Technology Council (embraC| ng d ” enterprlse SI IOS),
& Dylan Taylor £ August 1, 2016, Capital Contributions . . .
‘ m Networking and Information Technology prOV|de d|Str|buted data
Research and Development Subcommittee
uch has been said about the revolution in small satellite technology and the copious Infrastructu res, use open source
number of constellations already in orbit or being prepared for launch. ’
”
Certainly the amount of capital that has flowed into small satellites has been stunning October 2016 SOftwa re...” - m

with industry estimates at nearly $1 billion in the past three years.

But is that capital investment justified?

“2016 will be the year where Artificial

Intelligence (Al) technologies...are applied to “Today’s operations centers struggle with an

ordinary data processing challenges...the new extremely high volume of events coming in requiring
shift will include widespread applications of human analysis, which is unsustainable...in 2016 we
these technologies in ... tools that support will see organizations focus on using machine learning
applications, real-time analytics and data to significantly reduce the number of events requiring
science. “ - Oracle analysis down to the most critical.” - Snehal Antani,

Splunk’s CTO

“...data itself is no longer the number one problem; connected data is the problem. To overcome this
challenge, organizations need to add edge analytics to their existing strategy, analyzing data close to its source
instead of sending it to a central place for analysis. “ - Mike Flannagan, Vice President, Data and Analytics, Cisco

Reference herein to any specific commercial product, process, or service by trade name, trademark, manufacturer, or otherwise, does not constitute or imply its endorsement
by the United States Government or the Jet Propulsion Laboratory, California Institute of Technology.
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The Challenge

Enabling
Data-Driven
Exploration
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Emerging Solutions

*  Onboard Data
Analytics

*  Onboard Data
Prioritization

*  Flight Computing

Observational Platforms
and Flight Computing

Emerging Solutions

* Intelligent Ground
Stations

* Agile MOS-GDS

NASA Data Lifecycle Model

SMAP (

(1) Too much data, too fast;
cannot transport data efficiently

enough to store

Big Dat

(2) Data collection capacity at the instrument
continually outstrips data transport
(downlink) capacity

Massive Data Archives and

a Analytics

Emerging Solutions

*  Data Discovery from
Archives

*  Distributed Data Analytics

*  Advanced Data Science
Methods

*  Scalable Computation and
Storage

Ground-based Mission Systems

(3) Data distributed in massive archives;
many different types of measurements
and observations




Increasing Computing Capability Onboard

Heading Toward Multicore in Space

Voyager computer
- 8,000 instructions/sec and kilobytes of Curiosity (Mars Science Laboratory)
memory Processor: 200 MOPS BAE RAD750

iPhone

- 14 billion instructions/sec and gigabytes of ~ HPSC (NASA STMD / AFRL)
memory Processor: 15 GOPS, extensible



Future of Data Science at NASA
Shift Toward Data Analytics
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On Demand

Algorithms Science Teams

Massive
Data Science
Infrastructure
(Compute, Storage,
Data, Software)

e
%

Data Driven

Analytics

[ o

L Decision

Other Support

. Data Systems .
Data Stewardship (In-Situ, Models, Data Analytics
etc.)
Today Future

Credit: D. Crichton



Je'g Prgpulgion Laboratory Data SCience Strategy
" Guiding Principles

Agile Science — Onboard Analysis

Challenge:2
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Future Solutions:
Onboard computation
and data science

Data Lifecycle

Extreme Data Volumes — Data
Triage
Challenge:@ataollection?
capacity@t@helnstrument?
outstrips@iata@ransport@nde
dataBtorageapacity

Distributed Data Analytics
- . . Challenge:atal
-’ﬂ . - distributed@n@nassivel
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Future@olutions:Mynamick
architecturesoBcale®atall
processing@nd®riagel
exascale@ataBtreams?

FutureBolutions:@ -
Distributed®atal l App) hinetlearni isti L ling) DataEMlnlngl
analytics;Aincertainty@ .

quantificationl
l Data@nalyticsBl /
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OnDemand? &

JPL Data Science Strategy

Massive
Data Science Data Science Working Group
Infrastructure
(Compute, Storage,

Data, Software)

- —_
i [ Earth Science ] [ Planetary Science ] [ Astrophysics ]
Applicationsf?
™ % Operations Information Technology Formulation
Decision
Others Supportd Engineering Business / HR Non-NASA Applications
DataBtewardship? ""»'s’;:;‘l':;‘:'l's‘fgw Data@nalyticsB
Today®@ Future®

Data Ecosystem Cross-Cutting

11
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National Data Sharing Infrastructure
Supporting Collaboration In Biomedical Research For EDRN|

International Data
Archive and Sharing
Architectures

Cross-Cutting Capabilities

Big Data

Infrastructures
(from open source to cloud
computing and scalable
compute infrastructures)
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Discriminative
Object Detection

Original Image

TMA Estimator TMA Annotator

Estimate the Staining Detect nuclei on a
on a whole spot whole spot

Intelligent Data

Algorithms

(Machine Learning,

Deep Learning)

Generative
P. Process Fitting
S o 3

Color key
— InpUt
= Pipeline
= QC Statistic FASTQ File
w— EXpression
Base
Distribution
Adapter Trim 3’ Adapter
| Sequence |—' (FASTX) Phred Score
Distribution

Min. Length

|
| Size Selection

Align to Genome
(Bowtie)

Count Sequences
(FASTX)
Read Length
Distribution

Max. Length

Genome Index

Max. Mismatches |~

anetary
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|

BiOng’ ‘ Healthcare

Max Mulroads] ot Sirao o Dh:'sllsr?l;itlfgn
______ 1
:.Max Mirriaichios I—’: FilterAllgnmenls-: D"[’l‘:::gs:gﬂ
T R o
------ - Convert to BAM Count Reads
BED File of o) T Ahg‘"i:g!;?ures
Genomic Features’ (BEDTools)

Analytical Data
Pipelines

Great Opportunities for

Methodology Transfer and Collaboration

Classify single nuclei into
tumor, non-tumor and
stained, not-stained

Common Data
Elements &

Information Models
(discipline and common)

isualizatio
Techniques



Highly Scalable Data-Driven
Jet Propulsion Laborator
Californiaplnstitute of Technology G ro u n d SYSte m S

Intelligent Ground Stations Data-Driven Discovery from Archives

Machine Learning, Deep Learning, Intelligent Search, Data Fusion, Uncertainty Quantification,
Attention Focusing, Decision Support, Interactive Visualization and Analytics

Mission Operations
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Planetary Data System
Distributed Planetary Science Archive

Rings Node
Ames Research Center
Moffett Field, CA

Geosciences Node
Washington University
St. Louis, MO
Small Baglies Node
Universityof Maryland
College Park, MD

Imaging Node
JPL and USGS
Pasadena, CA and Flagstaff, AZ
THEMIS Data Node
Arizona State University
Tempe, AZ
Central Node:
Jet Propulsion Laboratory.
Pasadena, C:

Atmospheres Node
New Mexico State University
Las Cruces, N

Planetary Plasma Interactions Node

University of California Los Angeles

Los Angeles, CA

Navigation Ancillary Information Node
Jet Propulsion Laboratory
Pasadena, CA

Scientific Research Networks:

Solar System Exploration

Highly distributed/federated
Collaborative
Information-centric
Discipline-specific
Growing/evolving
Heterogeneous
International

Earth Observation

Primary ESG Servers

Mass storage,
disk cache,
and computation

PMEL:
applications

NCAR: Climate
change
prediction and
data archive

LBNL/NERSC:
Climate
data archive

LLNL: Model
diagnostics and
intercomparison

' Access to Observations and Models

[

‘/ Web and applications-
based access to
management, discovery,
analysis, and
visualization

ANL:
Globus

and grid
applications

ORNL:
Simulation
and climate
data archive

Globus, grid
applications, and
metadatabases

Climate and ocean
data archive

Climate Research

National Data Sharing Infrastructure

Supporting Collaboration In Biomedical Research For EDRN|

Fred Hutchinson

Cancer Research Center, Seattle
(Di

MCC)
University of
Creighton [ ] P"('é'é“c')g"
University university @

@ ©=0 of Michigan
(CEC)

University of
Colorado
(CEC)

UT Health Science
Center, San Antonio

Moffitt Cancer
Center, Tampa

Cancer Research



Planetary Data System
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- Purpose: To collect, archive and make / /
accessible digital data and documentation CC
produced from NASA’s exploration of the solar b’ W —
system from the 1960s to the present. gl o

o Py —

i) scionce 5 ‘% R Bibepied
 Infrastructure: A highly distributed infrastructure I Y g =
with planetary science data repositories ==\ pos .
implemented at major government labs and e e
academic institutions R — == =

« System driven by a well defined planetary
science information model

* Qver 1.3 PB of data

« Movement towards international
interoperability

* Distributed federation of US nodes and
international archives

* Being realized through PDS4

i6



DY ot Propulsion Laboratory Devel O p I n g an
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NODES/ /
* An information model identifies and defines: _ eme=
— the elements to be processed m l=== m" :
— the entities that provide context for the elements ,ja;,é f>a»e\% m
— the relationships that provide meaning for the elements e » " 3/ @;

« An information model increases productivity by
— maximizing compatibility between systems (via reuse of common knowledge)
— simplifying the process of design (via recurring patterns in the data)

— promoting communication between individuals and teams working on the system
(via common terminology and semantics)

 An information model is effective because

— models are developed through extensive communication between domain
experts, users, and model developers

— models capture the points of view of users and experts who are most familiar
with the domain

— models serve as the basis for implementing the system software and processes

17

Credit: D. Crichton
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NP =t Proputsion Laboraton International Collaboration on
Planetary Data Science through PDS4

LADEE MAVEN Osiris-REx ExoMars BepiColombo Mars 2020 Psyche
(NASA) (NASA) (NASA) (ESA/Russia) (ESA/JAXA) (NASA) (NASA)

InSight JUICE Europa Hyabussa-2 Chandrayaan-2 Lucy
(NASA) (ESA) (NASA) (JAXA) (ISRO) NASA

18

Endorsed by the International Planetary Data Alliance in July 2012 -
https://planetarydata.org/documents/steering-committee/ipda-endorsements-recommendations-and-actions



Looking Ahead

The Future of
Analytics




Facilitate Science:

® D vars TargetEncyclopedia X
- C & htips//mee.

Mars Target Encyclopedla

Y bout MSL ChamCam surface targets

Pub mmrymmmmmmscz 5 and 2016

NASA éiﬁffr;?aﬁ;’:s::i: Loy Mars Target Encyclopedia
Knowledge Questions
{ \ Help Scientists Do

Publlcatlons Commands What They DO FaSter

Observatlons

« Connects data to (published) knowledge & maps

« Enables new searches:

— What is known about Target X?

— Scientific consensus?

— Others like Target X?

— What Targets are most unusual?

— Show me publications that support statements

jplnasa.gov ndes it G O™ & v

Acolis Mons (Mount Sharp)
o Iy S0

« Explore by geography, topic, publications, authors AN

» Speed scientific progress and exploration

Credit: K. Wagstaff et al

20



Je'g Prgpul;ion Laboratory On b O ard A n al yS I S
alifornia Institute of Technology Dust Devi IS On Mars

Dust devils are scientific phenomena of a transient nature that occur on Mars
— They occur year-round, with seasonally variable frequency
— They are challenging to reliably capture in images due to their dynamic nature
— Scientists accepted for decades that such phenomena could not be studied in real-time

Spirit Sol 543
(July 13, 2005)

New onboard Mars rover capability (as of 2006)

- Collect images more frequently, analyze onboard to detect events, and only
downlink images containing events of interest

Benefit
« < 100% accuracy can dramatically increase science event data returned to Earth
» First notification includes a complete data product

6/15/2020
Credit: T. Estlin. B. Bornestein, A. Castano, J. Biesiadecki, L. Neakrase, P. Whelley, R. Greeley, M. Lemmon, R. Castano, S. Chien and MER project team



Lunar Trek
Exploring the Moon through Data Analytics

loupe match lock rotate release delete

= ‘\\*l\' ‘_
—g "

LROTROC WAL Imisge Mosair

g 11 023185, 42.471978

. SN .S e . BuiltorPDS4

Credit: E. Law, S. Malhotra, G. Chang



IJet Propulsion Laboratory Mars TrEk: The Google Earth Of Mars

California Institute of Technology

Q o Curiosity Landing Site
Py ~ " K84 Dok 10 |

With a diameter of 154 km and a
1 central peak 5.5 km tall, Gale Croter
was chosen 33 the landing site for
the Mars Sclence Ladoratory
Curiosty rover. The choice was
based on evidence from orditing
spacecraft that indicate that the
\ crater may have once contained
Gale Orater with Corionlty large amounts of liquid water, The
teacieg she cedled i yellow. | Comtral peak, Mount Sharp, exhibits
layered rock deposits rich in
sedimentary mingrals including days, sulfates, and saits that
require woter to form,
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Credit: E. Law, S. Malhotra etal
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DISPLACEMENT (MM)
User : “ : w . Zoom 1m 3m 6nfroMTDDedy2, 2005 To Sep3.201‘g a
Defined e g
2006 2008 2010 2012 w14 5
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L]
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GPS s
[
L]
P[] S Vet Regons
) D StreamGage
B 2074 oW specor QS
1997. mmmﬂm > «»
Model Outpu
In-Situ: Stream Gage River Network SAR derived Subsidence Soil Moisture
Sensors

Fusing In-situ, Air-borne, Space-borne and model generated
data using visualization and a big datazcu%alytics engine

Credit: S. Malhotra et al




Looking Around

Methodology
Transfer
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Description: Detecting objects from astronomical measurements by evaluating light

measurements in pixels using intelligent software algorithms.
Image Credit: Catalina Sky Survey (CSS), of the Lunar and Planetary Laboratory, University
of Arizona, and Catalina Realtime Transient Survey (CRTS), Center for Data-Driven Discovery,

Caltech. 26
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Description: Detecting objects from oncology images using intelligent software
algorithms transferred to and from space science.

Image Credit: EDRN Lung Specimen Pathology image example, Unpgrsity of Colorado



Driving Forward




Caltech-JPL
Partnership in Data Science

Jet Propulsion Laboratory
ifey California Institute of Technology

» Center for Data-Driven Discovery on campus/Center for Data
Science and Technology at JPL

* From basic research to deployed systems ~10 collaborations
— Leveraged funding from JPL to Caltech; from Caltech to JPL

* Virtual Summer School (2014) has seen over 25,000 students

(DX

CENTER ForR DATA-DRIVEN DISCOVERY




Ty e Propulsion Laboratory Go Forward Strategy

Use the Mission-Science Data Lifecycle to
organize Big Data at NASA

— From flight computing to data analytics

Enable use of data analytics in the community
— Promote data ecosystems for sharing data
— Support international partnerships

What do we do with all this data?

Explore opportunities for methodology transfer
— Across science disciplines at NASA
— With other agencies
— Focused around open source

Establish multi-disciplinary teams between _ SRR A
. . A This is looking like a black hole —
science/discipline experts, and computer but wait, there’s light at the end of the tunnell

science/data science experts 20
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Questions?
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