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Big Data Reality

Pasadena, California

Reality
*  With large amount of observational and modeling data, downloading to local machine is becoming inefficient
+ Data centers are starting to provide additional services
» Better searches — faceted, spatial, keyword, relevancy, etc.
+ Data subsetting — data reduction
* Visualization — visual discovery

2015 NASA ESTO/AIST Big Data Study Roadmap: Moving from Data Archiving to Data Analytics
Increasing “big data” era is driving needs to
» Scale computational and data infrastructures
» Support new methods for deriving scientific inferences
Shift towards integrated data analytics
* Apply computational and data science across the lifecycle
Scalable Data Management
» Capturing well-architected and curated data repositories based on well-defined data/information architectures
» Architecting automated pipelines for data capture
Scalable Data Analytics
» Access and integration of highly distributed, heterogeneous data
* Novel statistical approaches for data integration and fusion
« Computation applied at the data sources
» Algorithms for identifying and extracting interesting features and patterns
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. . . . . J N book PO.DAAC Websi
« OceanWorks is an invited submission to the AIST-16 e — ——

Adjunct Review as a Big Ocean Science technology
integration, advancement and maturity effort

 Collaboration between JPL, FSU, NCAR, and GMU

* Goal: Develop and deploy an integrated cloud-based Big
Ocean Science service platform for the PO.DAAC
community

* Bringing together PO.DAAC-related big data technologies [N Secantiors Siaform <cromancr>

* AIST-14 OceanXtremes (Pl: Huang/JPL) - TRL 4
Anomaly detection and ocean science

NEXUS (PI: Huang/JPL) — TRL 6 renoe s N P . .
Deep data analytic platform ﬁ_ R e TR S

* AIST-14 DOMS (PI: Smith/FSU) — TRL 4 Remote OPGNDAP
Distributed in-situ to satellite matchup

+ AIST-14 MUDROD (PI: Yang/GMU) — TRL 6
Search relevancy and discovery

+ ACCESS-13 VQSS (PI: Armstrong/JPL) - TRL 7
Virtualized Quality Screening Service

Visualization
Service

Search
Service

Casting
Service

Discovery
Service

<<Quality Screening>>
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NEXUS: The Deep Data Platform Q
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Technology Readiness Level (TRL)

Reference herein to any specific commercial product, process, or service by trade name,
trademark, manufacturer, or otherwise, does not constitute or imply its endorsement by the
United States Government or the Jet Propulsion Laboratory, California Institute of Technology.
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Objectives

u al
California Institute of Technology
Pasadena, California

* Improve Data Discovery: help users to discover relevant data, anomalies and events, quality and uncertainty
information, and provide multi-observing system matchup data. PO.DAAC Search webservice will be developed to
demonstrate new data search and discover related matches and phenomenon

+ Subset and Distribute Data: high performance data subsetting that supports quality screening

+ Identify and Catalog Ocean phenomenon: registry of detected oceanographic phenomenon and published using
datacasting technology

* Matchup between Satellite and In-Situ Observations: advanced matchup services that support in-situ to satellite
colocation. It provides a mechanism for users to input a series of geospatial references for satellite observations and
receive the in-situ observations that matched to the satellite data within a selectable temporal and spatial search
domain.

+ Analyze Satellite Observations: long time-series, correlation map, data decomposition (EOF), spectral analyses,
time averaged map, climatological map, etc

* Visualize and analyze Satellite Observation on the Web: high performance data visualizations with linkages to
actual source measurements, events and analytics. A prototype integration with PO.DAAC’s new State of the Ocean
(SOTO) web application will be developed, called Extremes SOTO, to demonstrate this objective.

» APl Integration with Jupyter notebook to demonstrate working directly with OceanWorks’ webserivce platform
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e NEXUS: Deep Data Platform

Pasadena, California

A data-intensive analysis solution using a new approach
for handling science data to enable large-scale data
analysis

Streammg arCh|teCtu re for hor|ZOnta| Scale data |ngeSt|0n Display Variables on Map Latitude-Time Hovmoller Plot Aggregate Statistics
Scales horizontally to handle massive amount of data in Solr DB Cluster
parallel SRR (S (e Fastg | Daa || Dua || Das | Dus
Provides high-performance geospatial and indexed ok || omnk || ommc | .. Scalable | Mgt b Becs Summary Satsics

Spatial Bounding Box & Summary Statistics

search solution

Chunk Chunk Chunk
. . . . . . Custom
Provides tiled data storage architecture to eliminate file Cassandra DB Cluster & Subsetvarabios s || Anabies
Spark In-Memory Chunk Spatially
I/O overhead Parallel Compute!
A g rOWI ng CO| |eCt|0n Of SClence ana'ySIS WebSGI'VICGS Each file contains many high-resolution geolocated arrays
SMAP MODIS GRHSST JASON

using Apache Spark: parallel compute, in-memory map-
reduce framework

Pre-Chunk and Summarize Key Variables
+ Easy statistics instantly (milliseconds)
« Harder statistics on-demand using Spark (in seconds) e —

* Visualize original data (layers) on a map quickly
(Cassandra store)

Algorithms — Time Series | Latitude/Time Hofmuller |
Longitude/Time Hofmuller | Latitude/Longitude Time

Slow File I1/0 30-Year Time Series of archival HDF & netCDF files (daily or per orbit)

Two-Database Architecture

I

Average | Area Averaged Time Series | Time Averaged o= | G
Map | Climatological Map | Correlation Map | Daily EEan |
Difference Average A-j
Deep Data Computing Environment (DDCE)
Open Source: Apache License 2
https://github.com/dataplumber/nexus y -
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Data Analysis Tool https://sealevel.nasa.gov
My Data

Select data to overlay. Expanding each item allows you to change
transparency and view legends for the data.

o @ scove

Coastlines

Analysed Sea Surface Temperature

r NOAA/NESDIS/NCDC
'.\_ Avallability: Jan 1, 198!
GRACE Water Height Equiv.

- -

MMSSH Sea Surface Height Anomaly

Facebook: 28K followers
Twitter: 22K followers

NASA Sea Level Change Website Offers Everything You Need To Know About Climate Change
http://www.techtimes.com/articles/147210/20160405/nasa-sea-level-change-website-offers-everything-need-know-climate.htm

NASA'’s new sea level site puts climate change papers, data, and tools online
http://techcrunch.com/2016/04/04/nasas-new-sea-level-site-puts-climate-change-papers-data-and-tools-online/
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Pasadena, California

. 2016 Earthdata prototyping 16-year area-averaged daily time series of MODIS-Terra Aerosol Optical Depth (AOD)
*  Twelve factor application —
+  Benchmarking against Giovanni
*  Amazon cloud deployment
2016 ESTO Data Container Study
* Look at a variety of technologies for reorganizing and

storing Earth science data to make them more tractable to
full-scale science analysis. slobal - Cloreda - Boulder

» To understand the strong points and tradeoffs of the e
different approaches to large-scale analysis

«  NEXUS’ plug-an-play data storage
* Apache Cassandra — Java implementation
+ ScyllaDB — C++ implementation
+ Task 1 —long time series
e Point Time series for Boulder, CO
* Area-averaged time series for the state of Colorado
* Area Averaged time series for the globe v
«  Task 2 — climatological map R

*  Document ETL process, elapsed time, compute and
storage

* 2017 Earthdata prototyping
*  Auto ingestion
*  NASAcompilant Generation Application Platform (NGAP)

MODIS-Terra Area-Averaged Time Series MODIS-Terra Area-Averaged Time Series

4000 -~ 150 -

[
o
=]
S

100 <

s0 <

Run Time (s)
Run Time (s)

12

m
Global Colorado Boulder

YARN B Mesos

Precipitation Rate

Infusion Ll ik A ly
«  Cloud Analysis Toolkit to Enable Earth Science (CATEE) : ﬁ | (ki i’ ‘ wﬁww
« 2017 ESIP Summer Workshops T e R

acipraon Rate imen ey

Giovanni NEXUS 16-way  NEXUS 64-way
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Jet PFOpLﬂBlOﬂ boratory

NEXUS Time Series Example @ Crackpois: |t Sictw o 827 AR (unesmd chans)
E + > 202« (W B Clom ; Tt 20 oar

2 14 # Requan T o o . ?imn

impart reUARER
tmpart 4man
imatpinklih inline
import matplaklib.pyples an plt
impart nwwpy e np

import datetime

tmpart tise

de=' AVERR_O1_L4 RT_NC
startPise = int|tise.skcirm|detnsivm . date(2020,9,1). timetaplel]l]
mnfTine = iot{tize skzire(detetise, date(2053,12,1) timetuplel|])

ot wtr{undTism)

te = |won.loods |uts | seguesta.qutfusl) . teat))

spest = tisu.tisel]) PR
" b uks | apen )

: tof 'data’ |
Bosns.append Jdataj0)| ‘eean’ 1)

d = doseting.datesirg Jzonilesotang( (data L0 e )
dares.append (4}

5}, dplw100)

reans |
o 1inewidthel i, lizsatylew ’
dash_oapst: 11-.‘- ound’ , marker= 1 0. 3fow

pit.grid{b~troo, which='rojor', colox='k , -asly o )
plt.xlin{daves(0]. daves|-1})
Pit 70}
Pit.ylimiainiveans|. wax(veans))
pit 1 {'Tewporature (K
it
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Jupyter Notebook Integration

# Request NEXUS to compute SST Time Series 2008/9/1 - 2015/10/1
# for the "blob" warming off Western Canada and plot the means

ds="AVHRR OI L4 GHRSST NCEI’

url = .. # construct the webservice URL request

# make request to NEXUS using URL request
# save JSON response in local variable
ts = json.loads (str(requests.get(url).text))

# extract dates and means from the response

means = []

dates = []

for data in ts['data']:
means.append (data[0]['mean'])
d = datetime.datetime.fromtimestamp ((data[0]['time']))
dates.append (d)

# plot the result

https://oceanxtremes. jpl.nasa.gov/timeSeriesSpark?spark=me
s0s,16,32&ds=AVHRR _OI_L4 GHRSST NCEI&minLat=45&minLon=-
150&maxLat=60&maxLon=-
120&startTime=1220227200&endTime=1443657600

It took: 6.909193992614746 ms
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OceanXtremes

Pasadena, California

» https://oceanxtremes.jpl.nasa.gov

* An oceanographic data-intensive anomaly detection and analysis ‘~
portal

+ Cloud-based big data analytic platform for A
« Climatology generation ”
*  On-the-fly daily difference computation
* Anomaly registry and publication
*  On-the-fly data analytics

* Recent highlights
* Recreated identification of "The Blob”
* The Blob is the name given to a large mass of relatively

warm water in the Pacific ocean off the coast of North ¥

America. It was first detected in late 2013 and continued == - . _

to spread throughout 2014 and 2015. The Blob
+ SST anomaly = SST — SST Climatology at each location S

to compare with standard deviation - Dr. Chelle b 23 e R 1

Gentemann, Senior Scientist at Earth & Space Research : 3 X : -;
« Recreated the El Nifio 3.4 regional signal g

» EI Nino is a phenomenon in the equatorial Pacific Ocean
characterized by a five consecutive 3-month running
mean of sea surface temperature (SST) anomalies in the
Nifio 3.4 region that is above (below) the threshold of
+0.5°C (-0.5°C). This standard of measure is known as
the Oceanic Nifio Index (ONI).

=

EI Nifio 3.4 regional signal p.
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Hurricane Katrina Study — Using OceanXtremes

California Institute of Technology
Pasadena, California

Hurricane Katrina passed to the southwest of Florida on Sea Surface Temperature (SST) Anomalies AVHRR Analysed SST vs RSS CCMP V2.0 derived surface
Aug 27, 2005. The ocean response in a 1 x 1 deg region - e winds (Level 3.0) e

is captured by a number of satellites. The initial ocean 83,504
response was an immediate cooling of the surface waters

by 2 deg C that lingers for several days. Following this
was a short intense ocean chlorophyll bloom a few days
later. The ocean may have been “preconditioned’ by a
cool core eddy and low sea surface height.

Aug 20 2005 - Sep

The SST drop is correlated to both wind and precipitation
data. The Chl-A data is lagged by about 3 days to the
other observations like SST, wind and precipitation.

A study of a Hurricane Katrina—induced phytoplankton
bloom using satellite observations and model simulations
Xiaoming Liu, Menghua Wang, and Wei Shi

JOURNAL OF GEOPHYSICAL RESEARCH, VOL. 114,
C03023, doi:10.1029/2008JC004934, 2009

http://shoni2.princeton.edu/ftp/lyo/journals/Ocean/phybiog
eochem/Liu-etal-KatrinaChIBloom-JGR2009.pdf

AVHRR Analysed SST vs Sea Level Anomaly (MEaSUREs) RSS CCMP V2.0 derived surface winds (Level 3.0) vs MODIS
Source: NCEI, TOPEX/Poseidon, Jason-1, Jason-2, Jason-3 3 Aqua L3 Chlorophyll a
2350 N, 84 2450 N, 8350 W = Source: TOPEX/Poseidon, Jason-1, Jason-2, Jason-3, MODIS Aqua
0 450N, 8350w
g 20 2005 - Sep 14 2005

Hurricane Katrina
TRMM overlay SST Anomaly

<

4 RSS CCMP V2.0 derived surface winds (Level 3.0) -+~ MODIS Aqua L3 Chlorophyll a
AVHRR Analysed SST =+ Sea Level Anomaly (MEaSUREs)

Powered By NEXUS

THUANG/JPL. © 2017. All rights reserved. 2017 ESTF Eg 7 @

Earth Science Technology Office



National Aeronautics and

L OceanXtremes: Identify . Analyze . Share

Pasadena, California

Visualize parameter

Compute daily differences
against climatology

Analyze time series area
averaged differences

Replay the anomaly and
visualize with other
measurements

Document the anomaly
Publish the anomaly

File (Item) Information

Data Set (Channel) Information

‘ P
THUANG/JPL. © 2017. All rights reserved. 2017 ESTF @Q ? Q

Earth Science Technology Office




Containerization

* Dockerizing all services
« Why?

Rapid application deployment
Portability across machines

Application-centric vs machine/server-

centric

Version control and component reuse
Secure due to isolation and encapsulation

Sharing
Lightweight footprint

Ocean
M —

Minimal overhead
Simplified maintenance

NEXUS
Query/ .
Retrieval Analytics

THUANG/JPL. © 2017. All rights reserved.
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California Institute of Technology
Pasadena, California

AMCE Onboarding

nexus-
ingest5

AMCE deployment
Multi-container, multi-cluster deployment
Leverage public DockerHub

Working toward dev-test pipeline
automation

Deployed under 16 Amazon instances.
Needs testing

Ingestion

Cluster Pubic-Facing

Webservice

nexus-
ingest-admin

nexus-
ingest4

Data Management &

nexus-web Analytic Cluster

nexus-

nexus-msg3 ingest3

XUs-msg2 NExUSs”
9 ingest2

nexus-

PRI ingest1

THUANG/JPL. © 2017. All rights reserved.

Name « Environment - Instance ID Instance Type - Avallability Zone - Instance State -  S$tatus Checks Alarm Status. Public DNS (IPv4)
nexus-ab1 oeaTe? 4. dxarge us-cast-1a @ running © 272 thecks passed None A 193-67-220.compuie-1
nexus-db2 01c92d0D 4 dxiarge us-east-1a @ wnning & 22 checks passed tone % -195-189-54 compute-1
nexus.dba 4 Htarge us-east-1a @ running o eCks passen - ompute-1.3
nexus.Ingest-admin Us-€35-13 @ running < checks passad = mpute- 1. amay
nexiss-dbd ) 314e00fe79e us-east- 14 @ running © 272 checks passed = ) comprre-1 3
nexizs-dbs \Oed6TaTAck us-east-14 @ runong © 272 checks passed ose » '3 compule-1 4
x-S e IEHOLSSS & dnarge us-east1a @ runong © 277 checks passea Hone Ve €C2-34-199-51137 compute-1
nexs- 1-0DOS TcesSastaeson 4 xiarge us-easl-1a @ runnng ] checks passed - -43-74 compute-1 an
XS r4.xlarge us-cast-1a @ running © 22 checks passed » 131-208 compute- %
nexus-inge rd xlarge us-east-1a @ running & 22 checks passea % 4 compute-1.an
nexus.inges m4 xiarge us-east-1a @ nmning © 277 checks passed % 38 compute-1.3
nexys Ingestd m4 xlarge us-east-13 @ running ] checks passag A Y 4.207.20-109.compute-1
md xarge us-east-1a @ nmnng & 272 checks passed ™ 34-252 compute- §
us-east-1a @ runong ) ks passen - 44,209 compute- B
ma xarge us-east-12 @ rune © 272 checks passed ‘. 57 compate-1 an
NEXUS-WED . medum us-cast-1a @ running © 22 chetks passed » ompute-1.4
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* https://doms.jpl.nasa.gov 0 @
* Distributed Oceanographic Matchup Service

* Typically data matching is done using one-off programs
developed at multiple institutions

IN-SITU Match-up

= —
<<in-situ>>
SAMOS

Match-up Service

NEXUs.
oep Data Plaorn

nnnnnn

* Aprimary advantage of DOMS is the reduction in lm

Repository

duplicate development and man hours required to match ot st S

Data Aggregation Service

satellite/in situ data
« Removes the need for satellite and in situ data to be
collocated on a single server

+ Systematically recreate matchups if either in situ or
satellite products are re-processed (new versions),
i.e., matchup archives are always up-to-date.

+ Data nodes at JPL, NCAR, and FSU operational.
* Provides data querying, subset creation, match-up
services, and file delivery operational.

* Prototype graphical user interface (Ul) and APls
accessible for external users.
*  Plugin architecture for In-situ data source using EDGE
+ Extensible Data Gateway Environment is an Apache WEE=IE=
License 2 open source technology Jrrre—
* https://github.com/dataplumber/edge

+ Defined specification for packaging matchup results.
Working with Unidata and ESDSWG’s data
interoperability and standard groups

SPURS 1and 2 |
EDGE

THUANG/JPL. © 2017. All rights reserved. 2017 ESTF 55 7 @
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California Institute of Technology
Pasadena, California

More than just matchup

Primary Dataset

* Workflow driven

» Fast on-the-fly subseting satellite and in-
situ

+ Open webservice API

* ON-the-fly data analysis using NEXUS

+ Cloud ready

PO.DAAC Satellite Data

* AVHRR Ol L4 GHRSST_NCEI

e JPL-L4-GHRSST-SSTfnd-MUR-GLOB-
v02.0fv04.1

+ SMAP_L2B SSS

 ASCATB-L2-Costal

In-situ Data

« JPLSPURS 1and?2
- FSU SAMOS

« NCAR ICOADS

THUANG/JPL. © 2017. All rights reserved.

Match-up In-Situ

il
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Optional Platform

"count”™s

“star

 doms jpl.nas. gov

sall,

“8986a375=8124=4170-9C91-08941170d95d",
“icoads®,
'MCA'II L2-Coastal®,
o .31,=79.33,30.83"
Time" uinoum

“endTime": 1436832000,
"platforsa’s "1,2,3,4,5,6,7,8,9",
“radiveTolerance” s 25000.0,
“depthNax™: 10.0
“paraseter”s “wind”,

“depthMin’y -10.0

b

“dotails": (
“nunGriddedMatched” 1 n
“nusGr iddedChocked™: 0,

“nus1

5
“data’t |

{

asitudatehod™: 13

wind_spesd”s €.82,
“wind_u"1 -6.605737158897265,

I

“sea_vater_tesperature_depth™i 0,
“woa_vater_salinity depth”s nul
“potat"t “Toint(-80.93604 24.65883)"
“matchas”s |
(
“wind_speed”: 1.6,
"wind_u": 1.2,
“sea_water_temperature_depth: null,
"sea_water_salinity depth’: null,
“poiat®s “Toint(-81.11 24.71)",
~wind direction™: null
"yTr "24.71
Dlavtemn’y *aoastal structure”
wind v': -3.4,
“sea_water_salinity": null

-
"fileurl™s
“sea_wate:

rature®: 31.3,
-t sLasRoN-
“source™s “icosds"

}

“wind_direction™s 284.40000000000003,
Ty T24.65889%,
“platfor

orbiting matellite”

“wind v'r 1. sunuesouumu
"soa_water_salinity": null,

Ttime"s 1436020920,
oevlcu redioneters”,
28093604
~gileur1ts -ascat,_ n 50704_ ucoou _metopb_14490_eps_o_coa_2201_owvw.12.me”
"eos_vater tamperature”: nul
"1d": "1d6c1bEO- :nz 30574 Nsod ed8044591446((0, 71, 71])°
“source”: "ASCATB-LZ-Coastal”

Drafted and implemented matchup
specification

Promote CF and ACDD standards
Self-contained

Simple to use by other tools and
services
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MUDROD

*  Mining and Utilizing Dataset Relevancy from Oceanographic
Dataset

+ Search — look for something you expect to exist

* Information tagging

* Indexed search technologies like Apache Solr or
ElasticSearch

*  The solution is pretty straightforward

+ Discovery — find something new, or in a new way
*  This is non-trivial
«  Traditional ontological method doesn’t quite add up
+ The strength of semantic web is in inference

*  What happen when we have a lot of subClassOf,
equivalentClassOf, sameAs?

* How wide and deep should we go?
* Relevancy
* ltis domain-specific
* ltis personal
* ltis temporal
* ltis dynamic
+  MUDROD analyzes web logs to discover user knowledge
(the connections between datasets and keyword)
+  Construct knowledge base by combining semantics and
profile analyzer
* Improve data discovery by better ranked results

THUANG/JPL. © 2017. All rights reserved.

https://mudrod.jpl.nasa.gov

joh | Sescch Operator: @ Pivase @ Ant @ O

Search Ranking
Based on a machine
learning model
(RankSVM) which
takes a number of
features, such as
vector space model,
version, processing
level, release date,
all-time popularity,
monthly-popularity,
and user popularity.

- MuproD [

Lang Mame

2017 ESTF

Search
Recommendation
Based on dataset
metadata content
and web session
co-occurrence

RSCAT_L18_V12

082_OSCAT_LEVEL 28_OWV_COMP_12_
RECAT_LIA_260xM_V12
QSCAT_LEVEL 38 V2

R
o osults Presanter

R
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Jet Propulsion Laboratory
California Institute of Technology
Pasadena, California

Speed . Relevant . Discovery

® Firefox File Edit View History Bookmarks Tools Window Help

IO HHeema 1

@ o gy e QA S + A

Jet Propulsion Laboratory
California Institute of Technology

~:» MUDROD

Oceanqgraphic-Dafa’%Ejgmyﬂr:y

Search Operator: @ Phraco @ And @ Or

- Iraining
K7 -

§+ data

Q User query

Semantic

_ ol e

Leaming

Clickstream :
algorithm

: Feature t
Semantic query 2 |

Ranking model
extractor b

| Re-ranked

Index (c.g.
results

Lucene) |

Top K retrieval

THUANG/JPL. © 2017. All rights reserved. 2017 ESTF
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Jet Propulsion Laboratory DRING THE UNIVERSE TO YOU £ 2

Caltfornia Institute of Technology

Outs Accoss  Messoremants  Missions  Mulimedia - Community  Forum  Aboot

Wodneeday, March Z2, 2017

Mora »

vt (OMG) (Pmbirisary, 2017)

Why pay atisntion o Greeriand? Groonland's loa shoots
re melting end CONtDUING 10 Globel 308 leve rive.
B | 7o 1 anougn ion on

Flooding Left a - oehoe™ in the

santan meoigh
4o

Quif of Mexdco in 2015, This signature wiss caused by

visuakzation front end.
%] the fratraminr phime fmm

E.,.

12008 (V000 tanns 3

Features

Fast web log ingestion and processing using Apache Spark,
in-memory MapReduce

Session reconstruction
Vocabulary semantic relationship extraction
Machine Learning Search ranking

Integration with SWEET Ontologies for semantic-driven
search and recommendations

Recommendation
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The Game Changer in NASA Ocean Science

California Institute of Technology
Pasadena, California

* lees On the CIOUd Jupyter Notebook PO.DAAC Website
« Auto-Scaling —
* One-The-Fly multi-parameter data analysis

* Access and matchup with in-situ
measurements

* Smart subsetting

« Anomaly detection and registration

« Sharing of analytic results

« Lighting speed searches

» Discover relevant data, services, news and %_
publications like never before

» Fully Open Source
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OceanWorks Schedule — Tentative

* Goal: Develop and deploy an integrated cloud-based Big
Ocean Science service platform for the PO.DAAC community

*  OceanWorks will leverage the AIST Managed Cloud
Environment (AMCE) for development — the AIST-provisioned
Amazon Cloud environment

*  NEXUS/OceanXtremes/DOMS - by end of May 2017

«  MUDROD - already deployed

+ System design and dataset selection 09/17
* Initial integration 12/17
» Extremes SOTO initial integration 1217
* PO.DAAC UWG review 04/18
* PO.DAAC Search 09/18
* Subsetting service 09/18
» Performance optimization 09/18
» Jupyter notebook integration 12/18
* Extremes SOTO update 12/18
* PO.DAAC UWG review 04/19
+ PO.DAAC UAT deployment 04/19
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National Aeronautics and
Space Administration

L]
Jet Propulsion Laboratory C re d I ts
California Institute of Technology

Pasadena, California

NAS{-\ NCAR JPL NEXUS Engineers JPL Science Contributors
Mike Little Steve Worley Stewart (Parker) Abercrombie Ed Armstrong
Chris Lynnes Ji Zaihua Kevin Gil Andrew Bingham
Kevin Murphy evin Gl Carmen Boening
Frank Greguska Mike Chin
FSU COAPS GMU Joseph Jacob Michelle Gierach
Mark Bourassa Yongyao Jiang Nga Quach Ben Holt
Jocelyn Elya Chaowei (Phil) Yang Brian Wilson Tony Lee
Shawn Smith David Moroni
Adam Stallard Rob Toaz

Vardis Tsontos
Victor Zlotnicki

Questions, and more information

Thomas.Huang@jpl.nasa.gov
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Big Data Analytics

Thomas Huang, JPL Phil Yang, GMU

Earth,
Atmospheric and
E Ocean Sciences
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