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Abstract	
  
	
  
We	
  present	
  a	
  neural	
  network	
  based	
  multi-­‐spectral	
  image	
  segmentation	
  method.	
  A	
  neural	
  network	
  
is	
   trained	
   on	
   the	
   selected	
   features	
   of	
   both	
   the	
   objects	
   and	
   background	
   in	
   the	
   longwave	
   (LW)	
  
Infrared	
   (IR)	
   images.	
   Multiple	
   iterations	
   of	
   training	
   are	
   performed	
   until	
   the	
   accuracy	
   of	
   the	
  
segmentation	
  reaches	
  satisfactory	
  level.	
   	
   	
   	
  The	
  segmentation	
  boundary	
  of	
  the	
  LW	
  image	
  is	
  used	
  to	
  
segment	
  the	
  midwave	
  (MW)	
  and	
  shortwave	
  (SW)	
  IR	
  images.	
  	
  A	
  second	
  neural	
  network	
  detects	
  the	
  
local	
   discontinuities	
   and	
   refines	
   the	
   accuracy	
   of	
   the	
   local	
   boundaries.	
   	
   The	
   neural	
   net	
   based	
  
segmentation	
   method	
   is	
   compared	
   with	
  Wavelet-­‐threshold	
   and	
   Grab-­‐Cut	
   methods.	
   	
   Test	
   results	
  
have	
  shown	
  increased	
  accuracy	
  and	
  robustness	
  of	
   this	
  segmentation	
  scheme	
  for	
  multi-­‐spectral	
   IR	
  
images.	
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1. INTRODUCTION	
  
	
  
Computers have been playing an important role in many aspects of our life.  However, it is still rather difficult for a 
computer to recognize objects like human eyes.  Computer vision has been an active research area for the past 30 
years [1]. The advancement of computer central processing unit (CPU) and graphical processing unit (GPU) 
technologies have made possible massive parallel processing of artificial neural networks with millions of neurons.  
Intelligent algorithms such as deep learning are closing the gap between computer and human vision.   
 
One of the key research topics in computer vision is object segmentation. Image segmentation attempts to separate 
an object from its background.  It is quite challenging to separate an object from high background clutter.  There are 
many ways to segment an image.  They can be classified into several general approaches. The intensity-based 
segmentation is one of the simplest approaches to segment an image [2].   It relies on the global and local threshold 
techniques for separating the main object from the background.  If the background were not uniform in intensity, 
then the threshold would not work. The similarity-based segmentation is also called Region Growing method [3].  It 
segments the image by grouping neighboring similar pixels into a larger region. The discontinuity-based method 
performs the segmentation based on detecting major differences in pixel intensity between neighboring pixels [4].  It 
detects the edge or boundary by finding the gradient and derivative operators. The	
   clustering-­‐based	
   method	
  
segments	
   the	
   images	
   by	
   grouping	
   the	
   similar	
   intensity	
   and	
   spatial	
   order	
   [5].	
   	
   The	
   pixels	
   in	
   the	
   image	
   are	
  
allocated	
   to	
   a	
   region	
  based	
  on	
   their	
  distance	
   to	
   its	
   center	
   and	
   intensity.	
   	
   	
   The	
   center	
  points	
   are	
   iteratively	
  
changed	
  and	
  updated	
  until	
  coordinates	
  no	
   longer	
  change.	
   	
   It	
   is	
  similar	
  to	
  the	
  similarity-­‐based	
  method.	
   	
  The	
  
results	
   of	
   the	
   segmentation	
   process	
   may	
   vary	
   due	
   to	
   user	
   initializations.	
   The	
   graphing-­‐based	
   method	
  
represents	
   the	
   image	
  as	
  a	
  graph	
   [6].	
   	
   It	
  uses	
  an	
  edge	
  detection	
  method	
   to	
   create	
  disjoint	
  and	
   to	
  divide	
   the	
  
image	
  into	
  sets	
  or	
  regions	
  using	
  edges	
  as	
  connections	
  between	
  pixels	
  or	
  regions.	
  	
  	
   
 



In this paper, we present a neural network-based segmentation method that segments targets in multiple band IR 
images. Figure 1 shows examples of multi-band IR images.  We can see the background has different cloud features 
in each band.  The algorithm starts by using the threshold-based method.  Since the background is not always 
uniformly low, the method adds the similarity measures by calculating the mean, standard deviation, max and min 
values of the sub-regions in the IR images. A neural network is trained to take all of the above parameters as inputs 
and give a proper classification between the object and the background.  Through correlation of unique features in 
all the bands, the objects in each of the three wavelengths are aligned.  The segmentation outline in the LW is then 
applied to the MW and SW.  Another neural network is trained to look for object edges in each wavelength.  The 
discontinuity-based method is used along with the neural network to detect edges accurately.  In Section 2, we 
present the different segmentation approaches such as a Wavelet-filter/intensity threshold method, a Grab-Cut 
method, and the neural network segmentation methods.  The results are compared and analyzed in Section 3. 
 

 

 
 

Figure	
  1:	
  Examples	
  of	
  multi-­‐band	
  IR	
  images	
  of	
  a	
  helicopter	
  and	
  a	
  fixed	
  wing	
  aircraft	
  in	
  (a)	
  SW,	
  (b)	
  MW,	
  and	
  (C)	
  LW	
  bands.	
  
	
  
	
  

2. SEGMENTATION ALGORITHMS	
  
	
  
In	
  this	
  section,	
  we	
  discuss	
  the	
  principles	
  of	
  the	
  segmentation	
  algorithms	
  used	
  in	
  the	
  comparison	
  and	
  analysis,	
  
namely,	
   the	
  Wavelet	
   filter/intensity	
   threshold,	
   the	
   Grab-­‐Cut,	
   and	
   the	
   neural	
   network-­‐based	
   segmentation	
  
methods.	
  	
  

	
  
2.1 Segmentation with Wavelet Filter and Intensity Thresholding 	
  
When performing image segmentation, intensity thresholding is the first 
method to try if there is a large distinction between target and background. 
The intensities of certain target and background regions within raw images 
are typically quite similar, however, and as such some form of pre-
processing is often a necessity. When processing IR images a filtering 
method is needed to increase general target intensity and suppress 
background features. This is especially significant for our purposes as, in 
the case of most SW and some MW images, targets exhibit unwanted 
details and background features are quite prominent.  Additionally, due to 
variance in target size, the filtering method must have the ability to scale 

Figure 2: A two-dimensional Mexican 
Hat wavelet function.	
  

	
  

(a)	
   (b)	
   (c)	
  



appropriately. A wavelet based filter, shown in Figure 2, seemed fitting for this task, as these offer a modicum of 
control over which features to enhance based on qualities such as size and intensity. [7] The filtering method 
implemented in this particular segmentation process utilizes a continuous wavelet transform with the Mexican Hat 
wavelet. This wavelet is non-directional and as a result can detect potential target features regardless of orientation. 
The Mexican Hat continuous wavelet transform used to filter images prior to thresholding is given by the equation 
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in which	
  σx	
   and	
  σy	
  can be adjusted to manipulate the scale of the wavelet used in the transform. Greater scaling 
values stretch the wavelet and allow for enhancement of larger features with less detail. Smaller scaling values 
compress the wavelet and result in the enhancement of smaller and more detailed features. 
 
After enhancing the desired features a simple threshold function is applied to the filtered image. An example of the 
conversion from wavelet-filtered images to binary images in all three bands is shown in Figure 3 below.  We can see 
apparent noise and background features misclassified as the target in all three bands. 
	
  

	
  
	
  

 
 
 

Figure 3: Original multi-band images in all three bands (a) SW, (b) MW and (c) LW;  (d), (e) and (f) Wavelet filtered images in 
three corresponding bands; (g), (h) and (i) their corresponding binary images after thresholding.   

	
  
	
  

2.2 Grab-Cut Segmentation 	
  

(a)	
   (b)	
   (c)	
  

(d)	
   (e)	
   (f)	
  

(g)	
   (h)	
   (i)	
  



In image analysis, efficient extraction of foreground and background is of great practical importance. Grab-Cut [6] 
is an interactive foreground extraction algorithm using an iterated graphing method.  It is designed to solve the "Min 
Cut/Max Flow" problem. An energy cost function is defined by creating a specific graph model. The energy 
function has the following inputs: input image, and a bounding box drawn by a person, which is the label that 
defines whether a pixel belongs to the foreground or background. Grab-Cut encourages neighboring pixels to have 
the same label and certain color distribution. [8, 9]	
  
	
  
Initially the user draws a rectangle around the foreground region, inside which the target must be completely 
contained. The outer part of the rectangle will be defined as the definite background, while the inner of the rectangle 
contains the unknown combination of foreground (target) and background. Then the Grab-Cut algorithm segments 
the image iteratively to get the best result. As each frame is processed by Grab-Cut, the resulting bounding box is 
used in the next frame, automating the testing process.	
  
	
  

	
  	
  	
   	
   	
  	
   	
   	
  
 (a) (b) (c) (d) 
Figure 4: Examples of Grab-Cut: (a) A MW and (c) a LW image with bounding box; (b) & (d) Segmentation results by Grab-Cut.	
  
 
From the results in Figure 4, we can see that the bounding box needs to be drawn by a person, which is not 
convenient. In addition, the Grab-Cut segmentation method still cannot make a clear-cut of the object from the 
background. 
 
2.3 Neural Network-Based Segmentation 
Inspired by human brain operations, the artificial neural network is capable of non-linear classification through a  
training process [10].  The advantage of a neural network is its ability to adapt to new environments through training 
with new data.  We have used a multi-layer feedforward neural network to perform segmentation for the target from 
the background in the LW images.  Figure 5(a) illustrates a typical three layer neural network.  The first is the input 
layer.  The features are input into the neural network.  The hidden layer finds the associations of the input features.  
The output layer gives the confidence of the decision on either “Target” or “Background”.   
 

          
 (a) (b) 

Figure 5: A three layer feed-forward neural network: (a) illustration of the neural network architecture; (b) 
mathematical operation of a neural network. 

 



The mathematical formula of the neural network can be expressed in Figure 5(b).   The input of a neuron in the next 
layer is a weighted sum of all neurons in the previous layer.  The weights are determined by the “Learning” 
algorithms of the neural network.  A backpropagation learning method is used to train the neural network.   The 
input features are the “Mean”, “Max”, “Min”, “STD”, “Distance to the Center”, and the pixel intensity value. 
                    
As can be seen in the IR images in all three bands, it is difficult to segment the target of interest only based on 
intensity or a set of simple local pixel features, as clouds reflect long waves in similar amount to the target. So we 
use the context around the pixel to increase the accuracy of the classification. As such, we integrated texture 
information of a pixel’s surrounding area as a feature by considering each pixel (x, y) with a window of 3x3 with (x, 
y) being in center. We computed minimum and maximum intensity of the pixels in the 3x3 window, along with 
average and standard deviation of intensity and used them as features. We utilize the fact that the farther away a 
pixel is from the center of the mass of the target, the less likely it is part of the target by adding an additional feature 
that represents distance of the pixel from the center of mass of the target.	
  
	
  
We used tiling to reduce the execution time for the neural network-based segmentation. With tiling, we divide the 
image into a 4×4 square and compute standard deviation of the pixels in that tile. If standard deviation is below a 
threshold we pick a random point in the tile, perform classification, and use the result of the classification for all the 
other points in that tile. Using tiling increased the efficiency of segmentation significantly.	
  
	
  
After producing a binary mask for the LW image using neural network segmentation, the mask is transformed and 
aligned to the corresponding SW and MW frames using common correlation points. These points are user selected 
in the starting frame of a given video, and then automatically tracked using a correlation algorithm in subsequent 
frames [11].  The SW and MW images are then segmented using this altered LW mask.	
  
 
Using the neural network to train on the features of the “Target” and “Background”, we have improved 
segmentation accuracy and reliability.  In Figure 6, we show examples of the segmentation of the LW/MW/SW 
images using the neural network.  Despite the cloud in the background and fuzzy edges is in the images, the neural 
network accurately recognized the outlines of the object in all three bands.  Only parts of the rotor blades were 
missing due to the low reflectance of the rotating blades in those sections. 
 

 
 

 (a) (b) (c) 
 

 
 
 

Figure 6: Neural network-based segmentation: Original IR images: (a) SW, (b) MW and (c) LW; Neural network-based 
segmentation masks in all three bands (d), (e) and (f).  

 

(d) (e) (f) 



2.4 Local Edge Search using Neural Network	
  
While the neural network-based segmentation method produces fairly accurate segmentation masks for LW images, 
the segmentation results in MW and SW may not be accurate enough due to imperfect alignment among the bands. 
To get a more accurate segmentation in MW and SW images, we apply a local edge search algorithm to the MW and 
SW images with the guidance of the LW mask. The local edge search algorithm takes into account the LW 
segmentation mask and a few other features to find more accurate edges in the MW and SW images.  The algorithm 
basically creates a tighter segmentation that is closer to the true edge, and picks up small details that the LW mask 
otherwise would not pick up in the MW and SW images.   
	
  
The search function of the algorithm performs the calculations to choose the pixel that most likely is the true edge in 
the original image. The search begins by finding the edge point in a local region that is perpendicular to the slope of 
the pixel being searched. For each point in the local region, the function calculates features that are passed to a 
neural network that outputs a value from 0 to 1 that represents the probability of that point being the true edge.	
  
	
  
The first feature is the intensity change at the local region point. To find the intensity change, we apply an edge filter 
to the local region point in the perpendicular direction. The second feature is the difference between the intensities 
of the current local region point and the previous true edge point. The third feature is the distance between the 
current local region point and the previous true edge point. The fourth feature is the change in angle among the 
previous three true edge points. The fifth feature is the difference in angle between the previous LW edge points and 
previous true edge points. We pass these five features to a neural network. This process is done on each point in the 
local region and we choose the edge point with the maximum class value.  Figure 6 shows an example of using the 
local edge search to improve the accuracy of an outline.  Comparing the zoom-in outlines in Figures 6(c) and 6(d), 
we can see that the local edge search is more accurate than using the neural network-based segmentation alone.  
Section 3 shows the statistical results of the different segmentation methods.	
  
	
  
	
  

	
  	
   	
   	
  	
  	
   	
   	
  
 (a) (b) (c) (d) 
Figure 6: Comparison of local edge search segmentation result: (a) Neural network segmentation outline; (b) Outline after local 
edge search; (c) Zoomed in part of outline before local edge search;  (d) Zoomed in outline after local region.  Tighter outline is 

achieved by local edge search.	
  
	
  

	
  
3.	
  EXPERIMENTAL	
  RESULTS	
  AND	
  ANALYSIS	
  

	
  
We have tested and compared the results of each segmentation method using our database of hand-segmented 
images as a ground truth. The database contains 7 images of 640x512 resolution from 10 videos.  Each video 
includes SW, MW, and LW bands for a total of 210 test images, 70 in each band. Error results are given in percent 
image difference, calculated by the equation 
 

𝐸𝑟𝑟𝑜𝑟   %  𝐼𝑚𝑎𝑔𝑒  𝐷𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑐𝑒 = 𝐹𝑎𝑙𝑠𝑒  𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠+𝐹𝑎𝑙𝑠𝑒  𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠
𝑇𝑜𝑡𝑎𝑙  𝐼𝑚𝑎𝑔𝑒  𝑃𝑖𝑥𝑒𝑙𝑠 ×100%	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  (2)	
  

 	
  



in which the sum of false positives and false negatives calculates the number of pixels which are dissimilar between 
the ground truth image and the image generated from a specific segmentation method. The segmentation methods to 
be compared are as follows:	
  
	
  

1. Wavelet filter and intensity thresholding 
2. Grab-Cut - Iterated graph cuts 
3. LW neural network-based segmentation and alignment with MW & SW images 
4. LW neural network segmentation and alignment with local edge search  

	
  
All segmentation methods were tested on a common testing set of SW, MW, and LW images for which we have a 
corresponding image in our ground truth database. These images contain target objects with areas ranging from 
small (3200 pixels) to large (41000 pixels) in both cloudy and clear environments.  
 
Figure 7 shows the testing results and the comparison chart of the four segmentation methods: (1) 
Wavelet+Threshold, (2) Grab-Cut, (3) Neural network-based segmentation + alignment, and (4) Neural network-
based segmentation + alignment + local edge search.  We analyze the testing results in the following sub-sections.	
  
 

	
  
	
  

Figure 7: Comparison chart of percent image error of all tested segmentation methods: (1) Wavelet+Threshold, (2) Grab-Cut, 
(3) Neural network-based segmentation + alignment, and (4) Neural network-based segmentation + alignment + local edge 

search. The neural net segmentation and cross band alignment method with local edge search are consistently the most accurate 
across all bands.	
  

	
  
3.1 Wavelet Filter and Intensity Thresholding	
  
When performing filtering and thresholding on each set of test images, the scaling values σx and σy as well as the 
luminance threshold were manually optimized. Separate optimizations were required for each video as well as each 
band. Though the wavelet filter was able to enhance the target based on the user defined scaling values, background 
features were often enhanced as well. As a result, these regions of background fell above the luminance threshold 
and were included in the corresponding binary images. When compared to the manual segmentations of the IR 
images, all three bands had a relatively high average error due to frames in which background regions exhibit similar 
qualities to the desired target as shown in Figure 8.  The average error rate for all bands is around 6.47%.  	
  
	
  
	
  
	
  



 
 
 
 
 
 
 
     
 
             (a)         (b)     (c) 
Figure 8: Images illustrating limitations of the Wavelet filter-threshold method: (a) Original image; (b) Wavelet filtered image; 
(c) Binary image after threshold. Notice the misclassified background region due to similar features between target and cloud. 

 
3.2 Grab-Cut Segmentation	
  
Grab-Cut generally performs better with LW images than with MW and SW images, due to their distinct pixel 
difference between foreground and background. However, cases where certain features of the target, such as the tail 
and landing gear, often confused Grab-Cut into classifying the inner area as a target. In addition, MW and SW 
images posed significant challenges due to foreground and background similarities. Furthermore, automating Grab-
Cut to run on multiple frames of the image was especially difficult in SW images due to its interactive 
foreground/background correction. Inaccurate boundary tracking often made the image segmentation obsolete.  The 
average error for the Grab-Cut segmentation method is around 5.30%, slightly better than the threshold method. 
	
  
3.3 Neural Net Segmentation and Cross-Band Alignment	
  
The segmentation on the testing set of 70 LW images was performed using a neural net trained with sample points 
from a training set of 40 LW images. The training set was selected from the videos containing the testing set, but the 
frame sets are completely disjoint.  As the initial segmentation was performed directly on the 70 LW test frames, the 
average error (0.54%) for this band is the lowest of the three. Differences in target orientation and level of detail 
present an increased percentage of error when segmenting the corresponding SW and MW images with transformed 
LW masks. 	
  
	
  

When aligning the LW segmentation with MW and SW, 
inconsistencies between the bands due to asynchronous video 
contribute sizably to the total error. The largest sources of error are 
typically rotor blades, as it is not possible to align these features using 
our current methods. An example of this misalignment is shown in 
Figure 9. The misaligned rotor blades contribute up to 1.16 percent 
error.  The overall average error for the neural network based 
segmentation method is 1.38%, over 70% better than the two previous 
methods.  
 
3.4 Neural Net Segmentation with Local Edge Search	
  
The Local Edge Search algorithm decreases the percent error for all 
three wavelengths. The most apparent improvement is with the LW 
images because there isn’t the problem of having to transform the mask 
before performing local edge search.	
   	
  An issue with the algorithm is 
with MW and SW images. Because it uses the LW transformed masks 
as the guideline, the performance really depends on how well the LW 
outline and the MW and SW images are aligned. If there are large 

Figure 9: Image overlay of neural net 
segmentation + alignment and the ground 

truth segmentation representing the 
misaligned rotors in MW. Gray areas are 
dissimilar regions while white areas are 

similar regions. 



discrepancies between the transformed LW mask and the MW and SW images, the algorithm will likely be unable to 
find the true edge for those parts of the image.  The overall performance of this method is the best, achieving a low 
average error rate of 1.28%.	
  
 
Upon analyzing and comparing the results of all tested segmentation methods, it is clear that the neural network 
segmentation in conjunction with cross-band alignment produces an accurate segmentation across all bands, more so 
than either wavelet filtering and thresholding or Grab-Cut segmentation. Additionally, the local edge search 
algorithm further improves the accuracy of this method.  Perhaps the most notable strength of the neural net 
segmentation and cross band alignment method is its ability to consistently ignore background features, which are 
captured by the other methods of segmentation. As the neural net is trained to classify such features as background 
in LW frames, the corresponding MW and SW segmentations performed with transformed and aligned LW masks 
are also devoid of similar background misclassifications.  Additional work needs to be done in training the neural 
network for identifying the edges of the rotor blades in the MW and SW images.   
 
	
  

4. CONCLUSIONS 
 
From the testing we can see that in multi-spectral IR images, the shorter the wavelength, the more difficult to 
segment the object from the background due to variations of reflectance from the objects and the background. We 
have presented a novel image segmentation method using a neural network for training the texture of the LW images 
and then guide the segmentation of the MW and SW images, while a second neural network is used to find the local 
edge information in the MW and SW images.   The neural network is a powerful non-linear classifier.  It has the 
ability to be trained by image samples directly, which makes it robust and adaptable to various environments.  It is 
also convenient to re-train a neural network when presented with new objects or new background clutters.  We have 
tested the neural network-based segmentation method in comparison to the Wavelet-threshold and Grab-Cut 
methods.  Both neural networks have showed better performance in locating fuzzy edges in the multi-band IR 
images than the other two methods.  Test results have shown increased overall accuracy and robustness of the neural 
network based segmentation scheme for multi-spectral IR images. 
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