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Ensuring Mission Success Prior to Launch

Prior to launch, rigorous efforts are taken ensure mission success (e.g. like analytical analyses, testing,
implementation of autonomous Fault Protection routines) => Theoretically, NOTHING should go wrong!
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Unexpected Fault after Launch => SSR Bit Errors

* Inthe case of the Cassini/Huygens mission, several untestable (significant) faults occurred starting
after launch:

Launch High Number of Erroneous "Bit Flips" in Solid State Recorders (SSR) | Corrupted Science/Stored Computer & Instrument FSW

*  Cassini’s 2 SSRs are a high capacity, solid state bulk storage medium containing 2.01 Gbits of memory
(each) to store computer FSW & collected science data

*  SSRs are NOT rad-hardened and highly sensitive to “bit flips” from heavy ion
and proton bombardment within the space environment; SSR spec error rate

projections (per SSR):
» “Single-Bit” Flip Error (SBE) rate = 6/wk.
*  “Double-Bit” Flip Error (DBE) rate = 2/yr.

in the memory mapping of both SSRs

» The physical adjacency of some data and checksum bits was laid out so that one cosmic ray hit could
cause two bit errors (DBE) to occur (a violation of design requirements)

« Error rates are expected to increase substantially in the presence of high radiation and dusty environments
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LS SSR DBEs: Fixing the Problem thru FP
-

Each SSR’s memory is divided into 128 “Sub-Modules” (SM)
« The first 8 SMs contain computer & instrument FSW (4 copies)
« The remaining 120 SMs contain collected science data

“Error Detection & Correction” logic was installed by the manufacturer to repair the SBEs

But DBEs cannot be corrected! >> DBE occurrences must be monitored continuously by the ground team
and fixed as they occur

Therefore, a new “SSR DBE Auto Repair” FP algorithm was designed & uplinked

* Repairs DBEs in the first 8 FSW SMs (and temporarily halts science collection/instrument FSW loading
from SSRs)

The remaining 120 SMs contain science data and cannot be fixed

AUTO-REPAIR BY YEAR
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Tl Unexpected Fault after Launch => Leaking Regulator

« At Launch + 3wks, a potentially mission catastrophic waived Single Point Failure of the Main Engine Prime
Regulator to properly close occurred

Launch+3wks | Main Engine's Regulator Leaks Significantly (an exempted SPF)

*  The Regulator exhibited a significant leak rate when the fuel & oxidizer tanks were pressurized for the first
time (firing PV-1 to open the Helium line => Fuel/Oxidizer tanks)

* Leakrate = vs. 1.70 cc/min “worst case leak rate” experienced in testing
» Leak rate increased during the 90min Deep Space Maneuver 1 year later
* In both cases, a particle was determined to have become trapped in the regulator when firing PV-1

«  Aconsiderable change in Main Engine (ME) burn strategy was required for the remainder of the
mission
» Several pressurized ME burns were scheduled throughout the mission
» Time-critical Saturn Orbit Insertion (SOI) deceleration burn is a one time opportunity event

*  Cassini’s design was based upon Galileo’s Teflon “soft-seat” regulator \

* Galileo’s tests indicated this soft-seat design may produce a blocked
flow passage due to seat extrusion (potentially mission catastrophic)

» Galileo test data was unavailable to evaluate this problem

Ise => Cassini’s replaced the “soft-seat” design with a “hard-seat”
design (incompatible with PV particulates)
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Regulator Leak: Fixing the Problem thru FP
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Regulator Leak: Fixing the Problem thru FP
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e, Unexpected Fault after Launch => SSPSs Sporadically Tripped Off <L
NASA

* At Launch + 4mo, the first of many spurious SSPS load trip-off events occurred due to the unforeseen
environmental effects of galactic cosmic ray bombardment

aunch+4mo | Spacecraft Loads Spuriousously Trip off ' [ ion, ience,

Cassini SSPS Trip Events

«  Cassini contains 192 SSPS switches - 36 SSPSs have oot
. . th|s DeVIce

(19 2

sporadically “Tripped” off to date -

2 [Scplember15,1098 __[SRUA |
T T T T S S W
_ ial 4 [March31,1090 ____ [SSRALNEA | 1 |
. - 5 [February5,2000 ___ |REAABSECOXVALVEHTRS | 1 |
Some SSPS Trip events are non-trivia B TG T ———
» SSPS Trips are unpredictable and occur sporadically “_
: n—
one or more photon hits on the Voltage 10 [April20,2004 ______|PSUPSUALC | 1 |
11 [June2.2004 ______ [RWAILNE2 | 1 |
Comparator 12 November 11, 2004 Probe RFE Replacement Heater _
* Results in a false indication that the current load is 14 [November3,2005 ___ [RWA4LNEL | 1 |
: 15 [March2,2006 __ [MELVDASw | 1 |
anomalously high (16 [Apii30,2006  [Resuso [ 1

SRUBRHr |
e Switch transitions from “ON” or “OFF” => Aﬂisztll;o;‘?oe iZUTf Bine __
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rippe resulting 1n either a benign or serious 20 [November 25, 2006
pped, ng gn 21 [Seplember 11,2007 |TWTABineA | 1 |
condition depending on the SSPS Switch 22 [October5,2007 __ [CIRsDeconhrz | 1 |
23 |December,2007 ____[SRUBRHr | 2 |
. i ' 24 |March20,2008 ___ [TWTABineA | 2 |
Can cause loss of spacecraft signal, FP to trigger, etc. R T . - —
26| Noverber 29, 2008
o7 [November22.200  Jvins |1 |
28 [Janvary2,2000 _ [NWSRw | 1 |
20 [February5,2010 ____[CDAReplacementty | 1 |
30 [March22,2010 ____ |MMILEMMS Ry | 1 |
31 [Juy12.2000  |FPPBackwphr | 1 |
s [Juy202000 __ Jopseus | 1 |
-—
HELVD B _sw

35 |December 14,2012 |CIRS 170K DeconiHealer | 1 |
Session 12.03 36 [September9, 2013 |pST-ALineAloadCurrent | 1 |
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5, SSPS Trips: Fixing the Problem thru FP

»  Since nothing can be done to decrease or inhibit SSPS Trip occurrences, a new “SSPS Trip” FP
algorithm was designed & uplinked

* FP samples the state of each SSPS switch (1/sec)
* If“Tripped”, the FP provides a predetermined response (unique for every switch)

Example: Cosmic Dust Analyzer’s Replacement Heater SSPS Switch #189; tripped 2/5/10

*  Certain SSPS lines if tripped, will cause reconfiguration of selected spacecraft’s loads (as shown
below):

“ > Replacement e ...-.ﬂ

CDA Electronics Load Current

«  SSPS Trip FP actions for Switch #189 is to:
* Log the event
*  Clear the “Tripped” condition by turning Switch #189 => OFF
*  Turn Switch #189 = > ON
« Command the specified Switch #186 => OFF (CDA Electronics)

»  SSPS Trips are sensitive to

Session 12.03
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5 Unexpected Fault after Launch => Probe Link Design Flaw

« At Saturn — 4yrs, tests performed to characterize the Cassini-Huygens Probe link showed substantial data losses
with the planned mission relay-link geometry

Consequences

No Huygens Probe Science Data during Titan Descent

February 2000

Digital circuitry has insufficient
bandwidth to process data from the subcarrier once Doppler shifted

o . by the nominal velocity difference between Cassini & Probe
S-Band radio signal transmission

from Goldstone DSN Antenna
(simulates the Huygens Probe
transmission)

* Fix:

X-Band Cassini 1) Redesign initial Tour trajectory to provide the Probe with a
Telemetry minimized Doppler shift

* Requires 3 initial Saturn orbits instead of 2

2) Probe’s transmitters must be pre-heated prior to Titan
descent (optimizes transmit frequency)

3) Probe in Base Frequency “BITE Mode” (Zero Doppler)

» Must stay in this mode continuously, even in the
presence of faults

Data evaluated
at ESA

JpPL :> ESA * Solution is to utilize FP’s Autonomous Thermal

Control algorithm (issues commands every

DSN w/ Probe 12seconds; even in the presence of faults)
Test Equipment

13



Cassini-Probe Link: Fixing the Problem thru FP

Autonomous Thermal Control Activity (When Enabled)
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11 Unexpected Problem after Launch => Poor Link Margin @ Saturn

» At Saturn — 3 years, poor Spacecraft => Earth link margins will inhibit expedient recovery after FP
activates (i.e. Safing Response activation)

Saturn-3y Poor "S/C => Earth™ Link Margin at Saturn Will Slow Fault Recovery Science/Potential to "fall off" Tour due to Lengthy Fault Recovery

«  Safing Response terminates the onboard running sequence, powers off non-essential loads, subsystems
are configured to appropriate states, etc.

» Commands low D/L=5bps & U/L=7.8bps rates on the Low Gain (LGA) antenna
» Okay for cruise, but deemed unacceptable for the Tour phases

* 18 hours are required to receive 30 full decks of telemetry (needed to verify spacecraft
states in order to start the recovery process)

* Need to swap to the High Gain Antenna where possible to increase the D/L = 5bps => 1896bps
and U/L=7.8bps => 250bps

« All 30 frames delivered in ~10 minutes

* Note: this strategy is undesirable for certain Attitude Control System (AACS) faults which
must remain on LGA and lower rates

Session 12.03
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Poor S/C=>Earth Link: Fixing the Problem thru FP

A “High Gain Antenna Swap (HAS)” algorithm was designed and uplinked to watch for activations of the
Safing Response:

APPLICATION OF HGA ANTENNA SWAP ALGORITHM

|HAS Detection of VAR ARARAAAAA Atenna = HGA
HGA Antenna Swap Response |, U/L=250bps

%Safing Activation

KNo AACS fault) i LSS S8 DY) =1896bps

Requests

HGA Antenna Swap Monitor

FP Monitor Requests Antenna = LGA
Detects Fault U/L=7.8bps
Condition D/L=5bps

FP Response

' Requests

y

T = Filter T=40 sec T = HGA Ant Swap Filter (3600 sec)

HGA Antenna Swap Monitor Active
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e Conclusions

*  Pre-launch analyses & testing efforts conducted to preclude faults can be limited in their fidelity; several

problems can still surface after launch, leading to:
» Failed mission objectives
* Arduous work-arounds
» Lost/corrupted science data
« Continuous monitoring of telemetry data to fix fault occurrences as they happen

»  For Cassini, fixes were possible through FP solutions since
« Enough time was available during cruise
*  Flexibility was built into the FP FSW design
« Sufficient funding & schedule margin were available

»  Thus, work-arounds for unforeseen problems can be avoided through FP solutions,
In order to preserve missions like Cassini-Huygens and its 3 Tour phases
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