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ABSTRACT

Applying systems engineering across the life-cycle results in a number of products built from interdependent sources of
information using different kinds of system level analysis. This paper focuses on leveraging the Executable System
Engineering Method (ESEM) [1] [2], which automates requirements verification (e.g. power and mass budget margins and
duration analysis of operational modes) using executable SysML [3] models. The particular value proposition is to
integrate requirements, and executable behavior and performance models for certain types of system level analysis. The
models are created with modeling patterns that involve structural, behavioral and parametric diagrams, and are managed
by an open source Model Based Engineering Environment (named OpenMBEE [4]). This paper demonstrates how the
ESEM is applied in conjunction with OpenMBEE to create key engineering products (e.g. operational concept document)
for the Alignment and Phasing System (APS) within the Thirty Meter Telescope (TMT) project [5], which is under
development by the TMT International Observatory (TIO) [5].
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1. INTRODUCTION

In current systems engineering practice, system design and analysis are traditionally performed using a document-centric
approach. Document-centric approaches lead to stakeholders producing a number of documents that represent their
respective views on the mission or system under development. Given the ad-hoc and informal nature of natural language
documents, and lack of integration, these views can quickly become inconsistent in practice. Currently, dependencies
between these views are often only implicit, or informally defined in documents (Figure 1). Additionally, documents are
often accompanied by a variety of discipline-specific engineering models that also have only implicit relationships
among them. It is often difficult to trace information across the different, distributed sources of information and verify
their consistency. A lot of time is spent by engineers looking for up-to-date information from other stakeholders.
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Figure 1. Implicit dependencies between system engineering documents

In the remainder of this document, we make the case for Model Based Systems Engineering (MBSE), which advocates
the development of a system model to provide a single source of truth for systems engineering data for a project. We also
discuss and put into context a methodology for constructing system models using the standardized Systems Modeling
Language (SysML), and in such a way that the specified behavior can be executed by an off-the-shelf SysML execution
engine. We show how model executability is crucial in leveraging the model for analysis of requirements and their
verification through simulation. Furthermore, we show how such model can serve as a source for semi-automatically
generating and maintaining systems engineering deliverables in the form of documents that represent a consistent set of
different views on the system for different stakeholders. We demonstrate our ideas using a running example that analyzes
various requirements on the Alignment and Phasing System (APS) of the Thirty Meter Telescope (TMT), which is under
development by the TMT International Observatory (T10) [5].

2. BACKGROUND

2.1 Current Practice

Engineering of complex systems relies heavily on the use of models addressing concerns from different domains (e.g.
mechanics, optics, software, control). Models (e.g. CAD, FEM, and MATLAB) are ubiquitous in domain-specific
engineering (see Figure 2). However, there are many other document-based artifacts, which either describe these models
or explain how their content is related. Typical in systems engineering are the latter. The complexity of, and often vast
amount of information contained in such documents motivate the need for Model Based Systems Engineering (MBSE).
MBSE relies on formal models rather than documents to act as the source of truth for systems engineering information.
These system level models can be used to tie together and federate different sub-system (e.g., mechanical, thermal,
electrical) models, and can also be used to generate different views (in the form of documents) that are needed by the
stakeholders of a systems engineering effort. This paper discusses a supporting methodology and tooling environment.



Figure 2. Landscape of engineering models

2.2 Systems Engineering Process

A typical systems engineering process (Figure 3) that follows the international standard 1SO-15288 [6] to design and
develop a system can be divided into four key processes: 1) requirements development, 2) architectural design, 3)
technical evaluation, and 4) synthesis. These four processes are conducted iteratively over several phases, and in parallel
to each other, culminating in regular reviews. This framework is also intended to be applied recursively, at each stage of

design.

Stakeholder Needs

Requirements <

.

Development Evaluation Objective

Objective Measures,
Functions and
Requirements

L

Technical
Evaluation

Measures

Evaluation
results

Architectural
Design

Objective
Measures

Arrangements .
9 Evaluation

results

Function and Logical ———
Architecture Synthesis

>

Objective Measures and
Requirements
Physical Architecture

Figure 3. The 1SO-15288 systems engineering process [11]

INCOSE [7] adopts a V-model (Figure 4) for its advocated systems engineering process that is to be used for defining
and developing arbitrary systems. The model describes both design and development activities to be performed, and the
results that should be produced. The left side of the "V" represents the decomposition of requirements and creation of
specifications. The right side of the V represents testing and integration of parts, and validation of the system.
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Figure 4. The INCOSE V-model of the systems engineering process [7]

2.3 Model-Based Systems Engineering

Model-Based Systems Engineering (MBSE) is the formalized application of modeling to support system requirements,
design, analysis, verification, validation and documentation activities, beginning in the conceptual design phase and
continuing throughout later life cycle phases. A system model is an abstraction of selected aspects of the structure and
behavior of a system and is expressed using a modeling language. SysML [3] is a standard, visual, diagrammatic, and
general purpose systems modeling language developed by the Object Management Group (OMG, [8]) and is often used
in MBSE applications. There are a number of guiding methodologies that can be applied for creating system models in a
structured and methodological fashion, a well-known example of which is the Object Oriented System Engineering
Method (OOSEM) [9]. Such methodologies use models as an integral part of the systems engineering process to:

e  Capture requirements and design information formally

e Integrate with software, hardware, analysis, and test processes

e Accommodate changing requirements and manage design evolution
In order to correctly apply MBSE, the traditional systems engineering’s V-Process needs to be contextualized to the
model-based paradigm. The suggested JPL V-Process (Figure 5) introduces different models for each step in the process.
In this paper we focus on the project and system models (i.e., L2-L.3) and associated modeling artifacts that are created
early in the development process
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Figure 5. The V-model of the JPL systems engineering process
2.4 SysML

The OMG systems Modeling Language (OMG SysML™) [3] is a general purpose graphical modeling language that
supports the analysis, specification, design, verification, and validation of complex systems. These systems may include
hardware and equipment, software, data, personnel, procedures, facilities, and other elements of human-made and

natural systems. The language is intended to help specify and architect systems and to specify components that can be
designed using other domain-specific languages such as UML for software design, or three-dimensional geometric
modeling for mechanical design. SysML is intended to facilitate the application of an MBSE approach to create a
cohesive and consistent model of the system.

In particular, the language provides graphical representations with a semantic foundation for modeling system
requirements, behavior, structure, and parametrics, which is used to integrate with other engineering analysis models.

2.5 Object Oriented Systems Engineering Method

The Object Oriented Systems Engineering Method (OOSEM) provides an integrated framework that combines object-
oriented techniques, a model-based design approach and traditional top-down systems engineering (SE) practices.
OOSEM is a scenario-driven process coupling top-down decomposition with bottom-up design. It provides guidance on
building a system model to analyze, specify, design, and verify the system. An example application of OOSEM is also
described in detail in chapter 17 of [9]. The following activities are defined in OOSEM: Analyze Stakeholder Needs,
Analyze System Requirements, Define Logical Architecture, Synthesize Candidate Physical Architectures, Optimize and
Evaluate Alternatives, Manage Requirements Traceability, and Validate and Verify Systems.
As a set, all of these activities, like their counterparts in 1SO-15288, are intended to be performed iteratively and
recursively to develop a system. 1ISO-15288 defines ‘what' needs to be done, then OOSEM defines 'how' that can be
done.
OOSEM defines the architecture in terms of the ‘Domain’, which provides the necessary context to the system: the
Enterprise which provides the ecosystem of the solution, and the System of Interest, which is the solution being
specified. The System of interest itself is broken down and specified in three ways:

e Black Box: externally visible specification, with top level behavior and system interfaces only

e Logical: white box functional specification

e Physical: white box realization specification



Figure 6a shows a recursive V-process and indicates where the various OOSEM activities are applied.
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Figure 6a. System Development Process [9]

2.6 Executable Models

Most SysML models today are created for documentation purposes where the focus is on syntax and notation. Some
SysML models are created for deepening understanding of a system, and exploring and validating desirable or
undesirable behaviors of a system, where the focus is rather on execution semantics. For execution to work, execution
semantics have to be precisely defined, which also helps validate models for correctness. The executability of models
also enables debugging the specified behavior to check whether what is modeled is what the modeler intended to capture
and the outcome of simulating its behavior is as expected.

Executable models require an execution or simulation engine that is capable of interpreting the specific execution
semantics. The purpose of simulation is to gain system understanding, explore and validate desirable or undesirable
behaviors of a system without manipulating the real system. This might be because the real system may not have yet
been built or available, or because it cannot be exercised directly due to cost, time, resources or risk constraints.
Simulation is typically performed on a model of the system, by visualizing and identifying system defects in early
development stages when changes are less expensive to make. Simulations also have their limitations, especially at early
stages, the uncertainty is very high, and the potential for emergent behavior exists; this cannot be accounted for by all
formalisms that support simple linear or non-linear, equation-based simulations.

2.7 Executable Systems Engineering Method

The Executable Systems Engineering Method (ESEM) [1], a refinement of OOSEM, introduces the next phase of system
modeling emphasizing executable models to enhance understanding, precision, and verification of requirements to
support requirements analysis and verification. It augments the OOSEM activities by enabling executable models.
ESEM produces executable SysML models that verify requirements and includes a set of analysis patterns that are
specified with various SysML structural, behavioral and parametric diagrams. It also enables integration of
supplier/customer models.

Figure 6b shows the major activities common to systems engineering activities in the lifecycle of a system when
applying OOSEM. The red encircled portions in Figure 6 show where ESEM injects formal modeling methods.



Analyze | *Causal analysis

Stakeholder | *Mission use cases Major SE Development Activities
Needs +Domain model

everage executable
project and system
models - ESEM

L—"Tnalyze

Svysterm #System context
Reqa;rements #System scenarios

\""'"I-__

ﬂﬁne eLogical decomposition
( Logical eLaogical scenarios

Architecture | eLogical interconnection

Ny

L —optimize &

Evaluate «Critical parameters
Allematives | 4Trade studies & an

.

\

Synthesize | *System nodes

Physical | *HW/SW/Data architectiye
Architecture | «Physical interconnecti
*Compone

Manage | eReqt’s SUPPOTt |\ Tegt cases

Requirements Validation &
Traceability Trace Verificaion | *Test procedures

Common Subactivities
Figure 6b. Activities performed in OOSEM [9]

2.8 Systems Analysis

ESEM enables systems analysis by carrying out quantitative assessments of systems in order to select and/or update the
most efficient system architecture and to generate derived engineering data. System analysis provides a rigorous
approach to technical decision-making. It is used to perform trade studies, and includes modeling and simulation, cost
analysis, technical risks analysis, and effectiveness analysis. In particular, it supports requirements verification, which is
a kind of systems analysis assessing whether a system design meets the objectives and satisfies the constraints that are
levied by the system requirements.

2.9 Tooling Infrastructure

As mentioned earlier, engineers live in a landscape of a variety of tools and information models in different domains
(e.g. ALM, PLM, CAD), which are often implicitly connected [10]. In order to successfully make use of a model-based
engineering paradigm, those models and their information must be formalized, and connected explicitly and managed.
The systems engineering data (e.g., architectural models) need to be integrated with the remaining engineering artifacts.
The resulting information structure is a graph, as shown in Figure 7. Note, that there are probably also connections
between for example ALM, Simulation, Requirements as a complete separation of concerns is not possible.



Figure 7. A graph of interconnected engineering models including systems engineering ones [10]

The executable aspect of ESEM system models allows for a much more sophisticated integration with other models, in
particular analysis models, due to its well defined semantics and support for co-simulation environments. Such an

integration is the goal of OpenCAE, the mission engineering environment of JPL. Figure 8a shows indicatively a part of
OpenCAE software system whereas OpenMBEE is encircled in red.

Figure 8a. OpenCAE architecture with OpenMBEE encircled in red




The diagram is meant to give only an impression of the involved infrastructure without going into details. JPL missions
are developed using a wide variety of software tools. The OpenCAE system aims to provide a platform for these tools to
work together in order to support JPL's various projects. This platform incorporates tooling from systems, software,
mechanical, and electrical domains. This means that services and tools must be able to exchange data. Lifecycle support
for these tools is also provided, which includes configuration management, archiving, business process implementation,
and review support.

The environment for systems engineering is composed of OpenCAE applications and services relevant to systems
engineering. It strives for a formalized application of systems engineering (leveraging models) to support system
requirements, design, analysis, verification and validation activities beginning in the conceptual design phase and
continuing throughout development and later life cycle phases by tracking relations between heterogeneous data sources.
OpenMBEE [4] is the open-source portion of OpenCAE providing a platform for modeling that serves SysML modeling
tools acting as clients and a web front-end serving as a multi-tool and multi-repository integration platform across
engineering and management disciplines of JPL’s mission environment. It provides a basic infrastructure for versioning,
workflow, access control, flexibility of content, support for web applications and web-based API access.

Fig. 8b shows example model artefacts produced by OpenMBEE and how they relate and integrate. System models are
constructed, queried and rendered following the view and viewpoint paradigm [16] from a repository (Model Management
System — MMS). The model can be accessed through a sophisticated modeling tool like MagicDraw or through a web
interface (exposing a subset of model operations).
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Figure 8h. Interaction between core elements of OpenMBEE

3. TMT APPLICATION

In order to help the reader follow our proposed method for model-based systems analysis, we first introduce an example
system. The example is extracted from a production-level system model that involves the modeling and analysis of the
Alignment and Phasing System (APS) for the Thirty Meter Telescope (TMT) [5], under development by the TMT
International Observatory (T10). The full analysis is not presented here for brevity but is available in [1] and [2].

The Jet Propulsion Lab (JPL) participates in the design and development of several subsystems of TMT and delivers the
complete APS. The TIO is the customer, which provides the APS requirements to JPL, and JPL delivers an operational
system to the T10. The APS team pursues an MBSE approach to analyze the requirements, come up with an architecture
design and eventually an implementation. The APS team uses several modeling patterns to capture information such as
the requirements, the operational scenarios (use cases), involved subsystems and their interaction points, the information
exchanged, the estimated or required time durations, and the mass and power consumption.



The focus for this example is on defining executable SysML models to simulate scenarios to produce static mass and
dynamic (state dependent) power rollups, and duration analysis. The executable SysML model captures requirements,
operational scenarios (use cases with estimated durations of actions, e.g., post segment-exchange alignment where the
customer requirement is a maximum duration of 2h and the current best estimate according to system simulation is
1h19m), system decomposition, power and mass characteristics of components, and relationships between subsystems.
The goal is to use standard languages and tools, as much as possible, and to minimize custom software development.
The associated scenarios (e.g. power up) are analyzed and verified automatically against the system requirements. In
addition, the systems engineering team derives requirements for TMT subsystems and develops/refines timing
requirements for algorithms, and identifies internal and external interface commands.

Based on the customer-supplied requirements and derived use cases, the goals are to a) identify participating subsystems,
b) identify interfaces and interactions among subsystems, and c) analyze operation scenarios to ensure that power
requirements are always met.

The system model - constructed in the process - is also the authoritative source for the following documents which are
produced using the OpenMBEE tooling:

Requirement Flow-Down Document
Operational Scenario Document
Design Description Document
Interface Control Documents

Following the ESEM method, different levels of abstractions are modeled and analyzed using several modeling patterns
as described in detail in [1]. Those patterns are only briefly described for brevity. The so-called black box specification
(Figure 9) captures the system of interest in terms of its interactions with other subsystems such as the Telescope Control
System (TCS) and M1 Control System (M1CS).
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Figure 9. The black-box interaction between the APS and other components



Interactions are modeled using proxy ports that are typed by SysML interface blocks, where the interface blocks specify
operations and flows at the interface of APS. The black-box specification also identifies the required operations, top-level
behavior and measures of performance (MoP). The conceptual model (Figure 10) specifies functional, technology-
independent components of the APS and captures their specified behavior. This part of the model is used in the process of
analyzing characteristics such as the duration of certain operational scenarios.

Figure 10. The APS conceptual model

The behavior of the various APS components (Figure 11) is captured using UML state machines and activities (1).
Communication across APS components and to components outside of APS is handled by sending signals over SysML
ports. Duration constraints (minimum and maximum time) are captured as variables or constants in a table (2).
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Each state in a state machine represents a step in a scenario (Figure 12). In a step the activity eventually communicates
with another component (1) which triggers its own behavior in a state (2). The estimated execution time of the leaf
actions is captured using SysML duration constraints (3).
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The conceptual model can be queried for information to produce the Interface Control Documents (ICD) (Figure 13) by
querying which information is sent by which component over which port to other components. This kind of information
that flows is specified using SysML signals and any attached payload. The execution engine accurately simulates the

parallel operations of each of the state machines in the model, such that the execution time estimate is representative of

the system to be built.
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The conceptual model (Figure 14) serves as a basis for the specification for the realization (physical) model, which in
turn provides the specification for implementation. It is a representation of the “as-specified” system.
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The analysis of the as-specified system can be triggered by a requirements change (Figure 15) or by a change of the
specification at conceptual or realization level.
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A change (1) of a TMT requirement (kept in DOORS (2) as management tool for textual requirements within OpenCAE)
is propagated to the SysML model, managed in a model repository in OpenCAE, where it is formalized into so-called
property-based requirements (3), which allow for a formalized trace of requirements into the design. A property-based
requirement allows to capture textual content (e.g. values, constraints) of requirement as distinct SysML model elements
and enables formal evaluation of those properties. The as-specified conceptual design (4) and/or the realization design
(5) are verified against the changed requirement, resulting in pass or fail (6).

The workflow can also be reversed where a change of the system design (e.g. durations, power values) is updated either
in MagicDraw [12] (a desktop SysML modeling tool) or in the web client (called View Editor, which provides a simpler
interface to edit portions of the SysML models in the model repository). The system model is then simulated (executed)
with the Cameo Simulation Toolkit (CST) [13]. CST is a plugin to MagicDraw enabling model execution for early
system behavior simulation that natively supports (extended) token flow semantics for Activity Diagrams and State
Machines. The toolkit comes with a built-in parametric solver and integrations with popular analysis tools (e.g.,
MATLAB/Simulink, Maple, and Mathematica). CST also provides Functional Mockup Interface (FMI) [14] integration
for co-simulation.

The simulation runs a particular system level scenario (e.g. powering up the system) and generates power profiles, as
shown in Figure 16. Those power profiles are automatically verified against the requirements (e.g. maximum peak power
load) for different parts of the system (e.g. within the telescope dome) and declared passed or failed.
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Figure 16. The APS power profiles produced by the Cameo Simulation Toolkit




The results are published automatically in tables embedded in the analysis results documents (Figure 17), and contain
explicit traces to components of the as-specified system, and, therefore, provide the information needed to assess
whether the design satisfies the requirement or not. The TMT model is available open-source [15].

# Peak Power Peak Power MName Classifier Power Peak Enc : Peak Power Peak Limit  Fadiity : Peak
Enc:'wW Faility : W Limit Enclosure  Power Load Summit Facility Power Load
CW Constraint Buildings : W Constraint
1 =1 peak Power Limit Scenario | 2 Peak Power Limit R[8100.0 pass 4100.0 pass
2 420.0 500.0 =1 peak Power Limit Scenario |5 Peak Power Limit Si

Figure 17. The power analysis results shown in an analysis document

4. FUTURE WORK

The Functional Mockup Interface (or FMI) [14] defines a standardized interface to be used in computer simulations to
develop complex cyber-physical systems (Figure 18). The vision of FMI is to support this approach: if the real product is
to be assembled from a wide range of parts interacting in complex ways, each controlled by a complex set of physical
laws, then it should be possible to create a virtual product that can be assembled from a set of models that each represent
a combination of parts, each a model of the physical laws as well as a model of the control systems (using electronics,
hydraulics, digital software, etc.) assembled digitally.

Engine Gearbox Thermal Automated Chassis components,
with ECU with ECU systems cargo door roadway, ECU (e.g. ESP)

functional mockup interface for model exchange and tool coupling

courtesy Daimler

Figure 18. Separate model authoring and execution

ESEM plans in the future to allow for integration of system level simulation, as well as, integrated co-simulation. The
typical FMI approach is that the authoring modeling or simulation tool generates and wraps models into an FMI
interface (Functional Mockup Units) and saves into standardized *.fmu file format. An FMU may contain models, model
description, source code, and shared libraries for multiple platforms. These files can be imported and represented in
other modeling and co-simulation environments such as SysML tool in our case.

FMI units are represented as black-box blocks with properties in SysML Block Definition diagrams (BDDs) and
interconnected with other blocks in SysML Internal Block diagrams for co-simulation (Figure 19).
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Figure 19. Example co-simulation of system model with domain-specific model

The SysML tool acts as a co-simulation master, controls communication steps and updates slave model input/output
parameters after every time step (FMI doStep function) until simulation end time is reached. This approach potentially
allows us to integrate existing Simulink, Modelica, Maple and other models in the future.

5. SUMMARY

Requirement verification is an important kind of analysis commonly performed in the context of MBSE. In order to
carry out such an analysis, the requirements, executable behavior, and the models predicting the performance of the
specified system have to be integrated. In ESEM, this is done by using standard SysML modeling constructs. The ability
to integrate requirements, executable behavior and performance models is a very important value proposition for the
ESEM methodology described in this paper: ESEM can be used for automating requirements verification using an
executable SysML model and proposes a set of modeling patterns for this. The resulting executable model can be used,
along with a documentation tool such as ViewEditor from our OpenCAE tool stack, to produce system engineering
products (documents expected by systems engineers). The combination of the methodology and supporting tool
infrastructure proposed in this paper allows one to integrate engineering models from various domains and relates the
currently disconnected document based artifacts formally. This way, requirements can be automatically verified against
specified architecture and design, and the tool infrastructure allows to produce consistent model based project
documentation. In future work, we plan to improve the method and the tool infrastructure to tie in system level models
with domain specific models (often used for subsystem analysis), leveraging co-simulation (FMI).
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