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CASSINI MANEUVER PERFORMANCE ASSESSMENT AND
EXECUTION-ERROR MODELING THROUGH 2015

Sean V. Wagner∗

Jet Propulsion Laboratory, California Institute of Technology

In its twelfth year touring Saturn, the Cassini spacecraft continues to gather valu-
able scientific data about the planet and its moons. Cassini has executed a total
of 331 propulsive maneuvers through January 23, 2016. With more than 30 ma-
neuvers planned through July 2017 before the mission ends in September 2017, a
dwindling propellant supply has become a chief concern. This manuscript will re-
port on the analysis of Cassini maneuvers performed through December 30, 2015
and recommend execution-error models for the remainder of the mission. Maneu-
ver performance assessment techniques and execution-error model development
methods will also be outlined.

INTRODUCTION

The Cassini spacecraft continues to collect valuable scientific data in its twelfth year touring the
Saturnian system, frequently performing maneuvers to achieve the Titan and icy moon flybys of the
mission. As of January 23, 2016, Cassini has executed a total of 331 propulsive maneuvers, includ-
ing maneuvers performed during interplanetary cruise from October 1997 to July 2004. To meet
the flyby conditions of the remaining targeted Titan encounters and to ensure mission completion
on September 15, 2017 when Cassini will impact Saturn, more than 30 propulsive maneuvers are
planned from January 2016 to July 2017. Cassini accomplishes maneuvers through the use of two
independent propulsion systems for trajectory corrections: the bi-propellant Main Engine Assembly
(MEA) for performing large burns and the Reaction Control System (RCS) thrusters for small burns.
Previous papers documented the Cassini execution-error modeling and analysis of MEA and RCS
maneuvers performed from launch through January 5, 2014.1, 2 This manuscript will build on the
last paper (Reference 2) which focused on the applications of execution-error modeling and analy-
sis, particularly in judging future maneuver performance and in detecting performance degradation,
as well as report on a recent analysis of maneuvers executed by Cassini through December 30, 2015
and validate the current execution-error models in use since September 2012. Recommendations
for new execution-error models are also provided, some of which include steps to remove observed
biases in maneuver performance, either through calibrations of flight software parameters such as
the main engine accelerometer scale factor or tweaking the maneuver design process.

∗Corresponding Author, Maneuver Analyst for Cassini Navigation, member of the Mission Design and Navigation Section,
Mailing Address: Jet Propulsion Laboratory, Mail Stop 230-110, 4800 Oak Grove Drive, Pasadena, CA 91109; Tel: (818)
393-5972; Fax: (818) 393-4215; E-mail address: Sean.V.Wagner@jpl.nasa.gov

1



CURRENT MODELS FOR CASSINI EXECUTION ERRORS

Cassini’s main engine and RCS execution errors are represented using the Gates model8 which
accounts for four independent error sources: fixed and proportional-magnitude errors and fixed and
proportional-pointing errors.8 The direction of pointing errors is assumed to have a uniform distribu-
tion across 360◦. Each of the four error sources is assumed to have a Gaussian distribution, so each
parameter represents the standard deviation for that error source and each error source is assumed
to have a zero mean, once computed biases have been removed from the estimates. Via a weighted
maximum-likelihood estimator (see Appendix A), the Gates-model parameters for magnitude and
pointing errors and corresponding biases in execution for the main engine and RCS maneuvers,
processed separately, are computed. These two components are tied together; the execution-error
model assumes that all (or some) of the biases have been removed.

Table 1: 2012-1 Execution-Error Models (1-σ)

Main Engine
(≤ 13 m/s)

RCS
(≤ 0.3 m/s)

Magnitude Proportional (%) 0.02 0.4
Fixed (mm/s) 3.5 0.5

Pointing Proportional (mrad) 1.0 4.5
(per axis) Fixed (mm/s) 5.0 0

Table 1 lists the current main engine and RCS maneuver execution-error models for Cassini
operations since September 2012, discussed in detail in Reference 2. The 2012-1 main engine
model represents the execution errors seen with 48 main engine maneuvers following the final fuel-
side repressurization in January 2009 through June 2012 (OTMs 180–326). A−3 mm/s bias in fixed
magnitude was seen with maneuvers performed prior to the repressurization and corrected with a
change to the tail-off impulse parameter in April 2009. Similarly, the −4 mm/s fixed-magnitude
bias identified in this study was effectively removed from future main engine executions via a flight
software patch to the tail-off impulse parameter in July 2012.2 Observed proportional-magnitude
and pointing biases were not removed but are compensated for in the 2012-1 main engine model.

The 2012-1 RCS model was generated using data from 49 RCS maneuvers following the March
2009 thruster branch swap through July 2012 (OTMs 183x–328). This RCS model is the first
to characterize the execution errors seen with Cassini RCS maneuvers performed via the redun-
dant B-branch thrusters (set of eight thrusters), the main A-branch thrusters (identical set of eight
thrusters) relegated to backup in March 2009 because of a marked degradation in performance. The
proportional-magnitude bias that was identified in the 2012-1 RCS model study is now removed
by Propulsion via a −1.5% change to the RCS thrust adjustment factor.2 The fixed-magnitude bias
is taken out by Navigation in current RCS maneuver designs by adding 0.8 mm/s to the estimated
5.0 mm/s deadband-tightening ∆V. This updated value of 5.8 mm/s serves as both a correction for
the average deadband-tightening ∆V seen by Navigation and the fixed-magnitude bias observed in
RCS maneuver executions. Identified pointing biases were not extracted but are accounted for in
the 2012-1 RCS model.
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EXECUTION-ERROR ANALYSIS PLOTS

This section serves as a guide to the various plots used in the analysis of the main engine and
RCS execution errors. Figures 1a, 2a, 3a, 4a, 5a, and 6a contain plots of magnitude error as a
function of maneuver magnitude . The estimated magnitude bias and the 1-σ error bounds about the
magnitude bias, given by the execution-error model, are plotted in each figure. The error bars about
the maneuver data points represent the 1-σ uncertainties in the OD estimates of the magnitude errors.
These uncertainties were used to weight each maneuver in the maximum-likelihood estimator. It
is assumed with the Gates model that the magnitude errors follow a normal distribution; hence, for
a one-dimensional distribution, it is expected that approximately 68% of the maneuvers will fall
within the 1-σ magnitude bounds (the actual number of maneuvers within the bounds is indicated
in each plot).

Figures 1b, 2b, 3b, 4b, 5b, and 6b provide the cumulative distribution functions (CDFs) for the
magnitude errors and Figures 1c, 2c, 3c, 4c, 5c, and 6c the corresponding quantile-quantile (Q-Q)
plots. The magnitude errors are expected to better match the CDFs and to become more linear on
the Q-Q plots as the sample size grows.

Figures 1d, 2d, 3d, 4d, 5d, and 6d and Figures 1e, 2e, 3e, 4e, 5e, and 6e present the pointing error
in the body-fixed thrust-vector-control (TVC) pointing plane (see Appendix B) along theXTV C and
YTV C axes, respectively, as a function of maneuver magnitude. The pointing errors are assumed to
follow a normal distribution per axis, hence the Gates-model 1-σ bounds are shown for the XTV C

and YTV C pointing errors separately. The 1-σ pointing-error bars for each maneuver which are used
to weight the pointing-error data are the semi-major axis values of the pointing ellipses in the TVC
plane, not the standard deviations along the respective TVC axis. Note, these proportional-pointing
biases are not rotations about the XTV C and YTV C axes. Rather, they are angular offsets in the
XTV C and YTV C directions.

Note that Figures 1, 3, 4, and 6 present zero-mean execution-error models (i.e., assumed no bias
in data). A zero-mean model for magnitude and pointing errors in Cassini operations is necessary as
the orbit determination filter assumes Gaussian execution errors about the maneuver ∆Vs without
visibility into any biases in the errors, and the predicted ∆V statistics from the maneuver software
does not account for biases in the Gates model.

MAIN ENGINE EXECUTION-ERROR MODELING THROUGH DECEMBER 2015

The observation that small main engine maneuvers (under 5 m/s) tend to underburn and large main
engine maneuvers tend to overburn motivated the development of a separate execution-error model
for small main engine burns. With only two main engine maneuvers larger than 5 m/s remaining in
the mission in 2016 (OTM-438 on January 23 and OTM-444 on March 25), this will also likely be
the last assessment of main engine performance for the larger burns.

Table 2 contains the new execution-error models based on 74 main engine maneuvers performed
through December 2015, as well as the 2008-01 and 2012-1 models for comparison purposes (see
Table 4 in Appendix C for the list of maneuvers). Like the 2012-1 main engine model, the 2016-1L
model assumes zero-mean (i.e., no bias in data) and incorporates all main engine maneuver data fol-
lowing the last fuel-side repressurization in January 2009. Based on the same set of maneuvers used
to develop the 2016-1L model, the 2016-2L model assumes that the estimated biases in magnitude
and pointing are removed. As compared to the 2016-1L model, the 2016-2L has similar magnitude
parameters, but differs in pointing especially with the proportional-pointing term reducing by half.

3



Finally, the 2016-1S model considers only the performance of maneuvers under 5 m/s. This model
has a zero proportional-magnitude term and differs greatly in the pointing terms from the other
models. The 2012-1, 2016-1L, and 2016-1S models produce similar results for maneuvers under 5
m/s, which is the case for most main engine maneuvers remaining in the mission. Hence, an update
the main engine execution-error model is unnecessary, unless one or more of the identified biases
in magnitude and pointing are removed in which case the 2016-2L model would be an appropriate
choice.

Table 2: Main Engine Execution-Error Models and Identified Biases

(a) Main Engine Execution-Error Models (1-σ)

2008-01 2012-1 2016-1L 2016-2L 2016-1S

Magnitude Proportional (%) 0 0.02 0.02 0.02 0
Fixed (mm/s) 4.5 3.5 3.75 3.4 3.75

Pointing Proportional (mrad) 1.1 1.0 1.3 0.6 2.6
(per axis) Fixed (mm/s) 3.0 5.0 3.9 3.1 2.2

Main engine burns investigated TCM-05–
OTM-168

OTMs
180–326

OTMs
180–435

OTMs
180–435

OTMs
180–435

No. of main engine burns (excluded) 85 (9) 48 (0) 74 (0) 74 (0) 59 (15)

Valid for main engine burns ≤25 m/s ≤13 m/s ≤13 m/s ≤13 m/s ≤5 m/s

(b) Main Engine Execution-Error Biases. If a bias was removed, the remaining bias is given in parentheses.

2008-01 2012-1 2016-1L 2016-2L 2016-1S

Magnitude Proportional (%) −0.02 (0) 0.03 0.09 0.09 (0) 0.16
Fixed (mm/s) −3.1 (−0.1) −4.2 (−0.2) −3.3 −3.3 (0) −4.0

Pointing Proportional (mrad) −1.1 −0.7 −0.7 −0.7 (0) −0.7
(XTV C axis) Fixed (mm/s) −2.3 −3.9 −3.7 −3.7 (0) −3.2

Pointing Proportional (mrad) 0.5 0.4 0.6 0.6 (0) 1.2
(YTV C axis) Fixed (mm/s) 1.2 3.3 2.1 2.1 (0) 1.4

Main Engine Execution-Error Modeling for All Maneuvers

Figure 1 provides the magnitude and pointing errors for the 74 main engine maneuvers and the
2016-1L zero-mean model (1-σ bounds about zero line, in green). Figure 2 shows the magnitude
and pointing errors and the 2016-2L estimated-bias model (1-σ bounds and bias line, in blue) which
assumes the observed fixed and proportional-magnitude biases are extracted. Main engine maneu-
vers currently show a slight tendency to overburn (38 of 74 maneuvers, 51%).

Figures 1d, 1e, 2d, and 2e show that the pointing errors of main engine maneuvers tend to be in
the −X , +Y quadrant of the TVC pointing plane (see proportional-pointing biases). The pointing
biases determined in the 2008-01 study also indicated this pointing tendency (see Table 2b). Without
removing these proportional-pointing biases, it is expected that future maneuver engine burns will
share similar pointing-error characteristics.
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49 of 74 MEA mvrs. (66.22%, green) within 1-σ mag. error bounds

Mag. Model (1-σ, zero-mean):  3.73 mm/s fixed, 0.02% prop.

Mag. Bias:  -3.27 mm/s fixed, 0.09% prop.

(a) Magnitude Errors (Zero-Mean Model)
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(b) Magnitude Error CDF Plot
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(c) Magnitude Error Q-Q Plot
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56 of 74 MEA mvrs. (75.68%, green) within 1-σ ptg. error bounds

Ptg. Model (1-σ, zero-mean):  3.89 mm/s fixed, 1.30 mrad prop.

Ptg. Bias:  -3.71 mm/s fixed, -0.73 mrad prop.

(d) XTV C Pointing Errors (Zero-Mean Model)
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59 of 74 MEA mvrs. (79.73%, green) within 1-σ ptg. error bounds

Ptg. Model (1-σ, zero-mean):  3.89 mm/s fixed, 1.30 mrad prop.

Ptg. Bias:  2.11 mm/s fixed, 0.55 mrad prop.

(e) YTV C Pointing Errors (Zero-Mean Model)

Figure 1: 2016-1L Main Engine Execution-Error Model (OTMs 180–435 Main Engine Burns)

5



10-1 100 101

Expected Maneuver Magnitude (m/s)

10

5

0

5

10

M
a
g
n
it

u
d
e
 E

rr
o
r 

(m
m

/s
) 180

182

183

186

189

192

195

198

200

203

206

209 213

215

216

218
219

221

224

227

228

231

233

234

236

240

242

245

246

248

249

252

254

255

257

258

261

267

275

291

299

300

303

312

318
321

324

326

327

330

333

335

336

339

341

342

348

351

353BU

354

357

363

366

372

375

387

390

393

399

402

404

422

423

435

M
in

. 
∆

V
 =

 0
.2

5
 m

/s

M
a
x
. 

∆
V

 =
 1

3
.0

0
 m

/s

48 of 74 MEA mvrs. (64.86%, blue) within 1-σ mag. error bounds

Mag. Model (1-σ):  3.42 mm/s fixed, 0.02% prop.

Mag. Bias:  -3.27 mm/s fixed, 0.09% prop.

(a) Magnitude Errors (Estimated-Bias Model)
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(b) Magnitude Error CDF Plot
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(c) Magnitude Error Q-Q Plot
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44 of 74 MEA mvrs. (59.46%, blue) within 1-σ ptg. error bounds

Ptg. Model (1-σ):  3.07 mm/s fixed, 0.60 mrad prop.

Ptg. Bias:  -3.71 mm/s fixed, -0.73 mrad prop.

(d) XTV C Pointing Errors (Estimated-Bias Model)
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60 of 74 MEA mvrs. (81.08%, blue) within 1-σ ptg. error bounds

Ptg. Model (1-σ):  3.07 mm/s fixed, 0.60 mrad prop.

Ptg. Bias:  2.11 mm/s fixed, 0.55 mrad prop.

(e) YTV C Pointing Errors (Estimated-Bias Model)

Figure 2: 2016-2L Main Engine Execution-Error Model (OTMs 180–435 Main Engine Burns)
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Main Engine Execution-Error Modeling for Maneuvers Under 5 m/s

With the exception of two main engine maneuvers larger than 5 m/s left in the mission in 2016
(OTM-438 on January 23 and OTM-444 on March 25), all remaining main engine burns planned in
the mission are expected to be well below 5 m/s. As such, an execution-error model for main engine
burns less than 5 m/s was developed and is presented here. Figure 3 provides the magnitude and
pointing errors for the 59 main engine maneuvers under 5 m/s and the 2016-1S zero-mean model (1-
σ bounds about zero line, in green). Main engine maneuvers under 5 m/s currently show a notable
tendency to underburn (33 of 59 maneuvers, 56%).
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41 of 59 MEA mvrs. (69.49%, green) within 1-σ mag. error bounds

Mag. Model (1-σ, zero-mean):  3.74 mm/s fixed, 0.00% prop.

Mag. Bias:  -3.96 mm/s fixed, 0.16% prop.

(a) Magnitude Errors (Zero-Mean Model)
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(b) Magnitude Error CDF Plot
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(c) Magnitude Error Q-Q Plot
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41 of 59 MEA mvrs. (69.49%, green) within 1-σ ptg. error bounds

Ptg. Model (1-σ, zero-mean):  2.19 mm/s fixed, 2.58 mrad prop.

Ptg. Bias:  -3.22 mm/s fixed, -0.70 mrad prop.

(d) XTV C Pointing Errors (Zero-Mean Model)
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47 of 59 MEA mvrs. (79.66%, green) within 1-σ ptg. error bounds
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(e) YTV C Pointing Errors (Zero-Mean Model)

Figure 3: 2016-1S Main Engine Execution-Error Model (OTMs 180–435 Main Engine Burns)
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RCS EXECUTION-ERROR MODELING THROUGH DECEMBER 2015

If one or more of the RCS B-branch thrusters show signs of degradation, thrusters from both
A and B branches may need to be used together for RCS burns. This necessitates the devel-
opment of a ‘mixed-branch’ RCS execution-error model based on the past performance of both
sets of thrusters. This section presents separate execution-error models for RCS burns performed
on B-branch (2016-1B and 2016-2B) and RCS maneuvers executed using both A and B branches
(2016-1AB).

Table 3 contains the new execution-error models based on 106 RCS maneuvers performed with B-
branch thrusters through December 2015, as well as the 2008-01 and 2012-1 models for comparison
purposes (see Table 5 in Appendix C for the list of maneuvers). Like the 2012-1 RCS model,
the 2016-1B model assumes zero-mean (i.e., no bias in data) and incorporates all RCS maneuver
data following the switch to B-branch thrusters for RCS in March 2009. Based on the same set
of maneuvers used to develop the 2016-1B model, the 2016-2B model assumes that the biases
in magnitude and pointing are removed. As compared to the 2016-1B model, the 2016-2B has
similar magnitude parameters, but significantly differs with the proportional-pointing term which is
reduced by more than half. Finally, the 2016-1AB model considers all RCS maneuvers performed
on A and B branches. This model has a zero proportional-magnitude term and a slightly larger fixed-
magnitude term as compared to the other models, but is similar to the 2016-1B pointing model. The
2012-1 and 2016-1B models produce comparable results; hence, an update to the RCS execution-
error model is unneeded for RCS maneuvers performed on B-branch. However, the 2016-1AB
model is recommended in the event RCS maneuvers require both sets of thrusters.

Table 3: RCS Execution-Error Models and Identified Biases

(a) RCS Execution-Error Models (1-σ)

2008-01 2012-1 2016-1B 2016-2B 2016-1AB

Magnitude Proportional (%) 0.4 0.4 0.3 0.45 0
Fixed (mm/s) 1.0 0.5 0.6 0.6 0.85

Pointing Proportional (mrad) 9.0 4.5 4.15 1.65 4.3
(per axis) Fixed (mm/s) 0 0 0 0 0

RCS maneuvers investigated TCM-19a–
OTM-129

OTMs
183x–328

OTMs
183x–431

OTMs
183x–431

OTMs
183x–431

No. of RCS maneuvers (excluded) 26 (11) 49 (2) 106 (2) 106 (2) 140 (2)

Valid for RCS maneuvers ≤0.3 m/s
A-branch

≤0.3 m/s
(B-branch)

≤0.3 m/s
B-branch

≤0.3 m/s
B-branch

≤0.3 m/s
All

(b) RCS Execution-Error Biases. If a bias was removed, the remaining bias is given in parentheses.

2008-01 2012-1 2016-1B 2016-2B 2016-1AB

Magnitude Proportional (%) −0.4 −1.5 (0) −0.15 −0.15 (0) −0.03
Fixed (mm/s) 0.5 0.8 (0) −0.1 −0.1 (0) −0.10

Pointing Proportional (mrad) 5.0 7.2 6.2 6.2 (0) 7.7
(XTV C axis) Fixed (mm/s) 0.3 −0.1 −0.05 −0.05 (0) −0.15

Pointing Proportional (mrad) −1.2 6.4 5.4 5.4 (0) −0.4
(YTV C axis) Fixed (mm/s) 0 −0.1 −0.1 −0.1 (0) 0.1
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RCS Execution-Error Modeling for Maneuvers Performed with B-Branch Thrusters

Figure 4 provides the magnitude and pointing errors for the 106 RCS maneuvers performed on
B-branch and the 2016-1B zero-mean model (1-σ bounds about zero line, in green). Figure 5 shows
the magnitude and pointing errors and the 2016-2B estimated-bias model (1-σ bounds and bias line,
in blue) which assumes the observed fixed and proportional-magnitude biases are extracted. RCS
burns on B-branch currently exhibit a slight tendency to underburn (56 of 106 maneuvers, 53%).
Figures 4d, 4e, 5d, and 5e show that the pointing errors of RCS maneuvers performed with B-branch
thrusters tend to be in the +X , +Y quadrant of the TVC pointing plane (see proportional-pointing
biases). The pointing biases determined in the 2012-1 study also indicated this pointing tendency
(see Table 2b). Without the removal of these proportional-pointing biases, it is expected future RCS
burns on B-branch thrusters will continue to have similar pointing-error characteristics.
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Mag. Bias:  -0.09 mm/s fixed, -0.15% prop.

(a) Magnitude Errors (Zero-Mean Model)
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(b) Magnitude Error CDF Plot
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(c) Magnitude Error Q-Q Plot
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56 of 106 RCS mvrs. (52.83%, green) within 1-σ ptg. error bounds

Ptg. Model (1-σ, zero-mean, unweighted):  0.00 mm/s fixed, 4.14 mrad prop.

Ptg. Bias:  -0.05 mm/s fixed, 6.17 mrad prop.

(d) XTV C Pointing Errors (Zero-Mean Model)
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73 of 106 RCS mvrs. (68.87%, green) within 1-σ ptg. error bounds

Ptg. Model (1-σ, zero-mean, unweighted):  0.00 mm/s fixed, 4.14 mrad prop.

Ptg. Bias:  -0.08 mm/s fixed, 5.42 mrad prop.

(e) YTV C Pointing Errors (Zero-Mean Model)

Figure 4: 2016-1B RCS Execution-Error Model (OTMs 183x–431 RCS Burns)
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Mag. Bias:  -0.09 mm/s fixed, -0.15% prop.

(a) Magnitude Errors (Estimated-Bias Model)
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(b) Magnitude Error CDF Plot
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(c) Magnitude Error Q-Q Plot
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70 of 106 RCS mvrs. (66.04%, blue) within 1-σ ptg. error bounds

Ptg. Model (1-σ, unweighted):  0.00 mm/s fixed, 1.65 mrad prop.

Ptg. Bias:  -0.05 mm/s fixed, 6.17 mrad prop.

(d) XTV C Pointing Errors (Estimated-Bias Model)
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Ptg. Model (1-σ, unweighted):  0.00 mm/s fixed, 1.65 mrad prop.

Ptg. Bias:  -0.08 mm/s fixed, 5.42 mrad prop.

(e) YTV C Pointing Errors (Estimated-Bias Model)

Figure 5: 2016-2B RCS Execution-Error Model (OTMs 183x–431 RCS Burns)
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RCS Execution-Error Modeling for Maneuvers Performed with Mixed-Branch Thrusters

For RCS maneuvers, Cassini switched from the main A-branch set of eight thrusters to the redun-
dant B-branch set of thrusters in March 2009 following the degradation of two thrusters on A-branch
in late 2008. If one or more of the RCS B-branch thrusters show signs of degradation, thrusters from
both A and B branches may need to be used together for RCS burns. This necessitates the use of a
hybrid RCS execution-error model based on the past performance of both sets of thrusters as shown
below. Figure 6 provides the magnitude and pointing errors for the 140 RCS maneuvers performed
on both set of thrusters and the 2016-1AB zero-mean model (1-σ bounds about zero line, in green).
The 2016-1AB is more conservative than the 2016-1B model and similar to the 2008-01 magnitude
error model which was based on the performance of RCS burns executed on A-branch.
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108 of 140 RCS mvrs. (77.14%, green) within 1-σ mag. error bounds

Mag. Model (1-σ, zero-mean):  0.86 mm/s fixed, 0.00% prop.

Mag. Bias:  -0.10 mm/s fixed, -0.03% prop.

(a) Magnitude Errors (Zero-Mean Model)
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(b) Magnitude Error CDF Plot
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(c) Magnitude Error Q-Q Plot
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86 of 140 RCS mvrs. (61.43%, green) within 1-σ ptg. error bounds

Ptg. Model (1-σ, zero-mean, unweighted):  0.00 mm/s fixed, 4.31 mrad prop.

Ptg. Bias:  -0.15 mm/s fixed, 7.74 mrad prop.

(d) XTV C Pointing Errors (Zero-Mean Model)
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106 of 140 RCS mvrs. (75.71%, green) within 1-σ ptg. error bounds

Ptg. Model (1-σ, zero-mean, unweighted):  0.00 mm/s fixed, 4.31 mrad prop.

Ptg. Bias:  0.06 mm/s fixed, -0.39 mrad prop.

(e) YTV C Pointing Errors (Zero-Mean Model)

Figure 6: 2016-1AB RCS Execution-Error Model (OTMs 183x–431 RCS Burns)
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MANEUVER POINTING ERRORS IN TVC POINTING PLANE
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Figure 7: Main Engine and RCS Pointing Errors in TVC Pointing Plane

As seen in Figure 7a, the majority of the main engine burns are in the −X , +Y quadrant of the
TVC plane. Similarly, as shown in Figure 7b, almost all RCS maneuvers performed on B-branch
are contained in the +X , +Y quadrant. If the pointing biases observed in main engine and RCS
burns can be removed, then tighter pointing error parameters such as those provided by the 2016-2L
and 2016-2B models, respectively, can be adopted (see Tables 2 and 3).

EVOLUTION OF ESTIMATED GATES-MODEL PARAMETERS

Developing a representative execution-error model requires a sufficient data set, in both amount
and range. This data set may take some time to grow, and later evaluations may reveal that the data
set is still not complete. One indication that a data set is sufficient is that the addition of a maneuver
does not greatly alter the nature of the model or computed biases. By plotting each of the four
Gates-model parameters (fixed- and proportional-magnitude, and fixed- and proportional-pointing),
the stability of the estimated parameters can be judged.

Figures 8, 9, 10 and 11 depict the evolution of each Gates model parameter as each maneuver is
added to the data set, with maneuver labels added to show the progression of the data set. With the
2016-1L and 2016-1S main engine models (see Figures 8 and 9), the changes in the parameters are
not as settled as the 2016-1B and 2016-1AB RCS model parameters (see Figures 10 and 11). In
fact, the exclusion of OTM-299 from the 2016-1L and 2016-1S main engine models removes the
spike seen in the fixed-pointing parameter in Figure 8 and results in a slightly lower value.
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Figure 8: Evolution of 2016-1L Main Engine Gates-Model Parameters
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Figure 9: Evolution of 2016-1S Main Engine Gates-Model Parameters
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Figure 10: Evolution of 2016-1B RCS Gates-Model Parameters
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Figure 11: Evolution of 2016-1AB RCS Gates-Model Parameters
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CONCLUSION

Since the start of the Solstice Mission in September 2010, the final extension of the Cassini tour
of Saturn and its moons, propellant preservation has been the highest priority over minimizing ma-
neuver cycles.3, 4, 5, 6, 7 Efforts to preserve a dwindling propellant supply by improving Cassini’s
maneuver performance have led to several execution-error model updates and calibrations of on-
board flight parameters throughout the years. The adjustments to the executions of maneuvers
have been based on biases observed in past maneuvers. By removing these maneuver execution
biases, propellant consumption may be reduced by increasing the number of maneuver cancella-
tions and lessening the size of statistical maneuvers (e.g., cleanup maneuvers following targeted
flybys). Execution-error model updates have also helped improve predictions of fuel usage in future
tour segments and assisted in providing better a priori estimates for maneuver reconstructions by
Orbit Determination. Finally, the updated models have supplied a better means to assess Cassini’s
maneuver performance.

Based on the execution-error analysis presented in this paper, the current main engine and RCS
execution-error models in use since September 2012 were determined to be sufficient for the re-
mainder of the Cassini mission. The recommendation to maintain the existing models is based on
how well the models have endured and the excellent performance of both propulsion systems. How-
ever, the proposed hybrid RCS execution-error model found in this manuscript may be utilized if
both sets of RCS thrusters have degraded performance requiring a ‘mixed-branch’ solution.
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APPENDIX A: MAXIMUM-LIKELIHOOD ESTIMATION

The Gates-model parameters are determined herein with maximum-likelihood estimation.10 In a
coordinate system whose x axis is parallel to the desired ∆V, the Gates model gives the following
covariance:

PGates =

 σ2
1 + v2σ2

2 0 0
0 σ2

3 + v2σ2
4 0

0 0 σ2
3 + v2σ2

4

 , (1)

where v is the magnitude of the maneuver ∆V, σ1 and σ2 are the fixed and proportional Gates-model
parameters for magnitude, and σ3 and σ4 are the fixed and proportional Gates-model parameters for
pointing. For any given maneuver, the Gates model is Gaussian N(0, PGates), but for a set of
maneuvers with different ∆V magnitudes, it is not Gaussian because the standard deviation is a
function of v. As a result, the standard deviation of the execution-error model is not simply the
standard deviation of the samples; it must be obtained using a method like maximum-likelihood
estimation. The procedure for this method is to derive a likelihood expression as a function of the
model parameters and then maximize the likelihood of the given observations.
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First, the probability density function (pdf) for the magnitude error is

fm(x, v, σ1, σ2) =
[
2π(σ2

1 + v2σ2
2)
]−1/2 exp

[
−1

2

(x− µm)2

σ2
1 + v2σ2

2

]
, (2)

where x is the magnitude error, µm = µ1 + vµ2 is the mean magnitude error, µ1 is the fixed-
magnitude error bias, and µ2 is the proportional-magnitude error bias. Then the likelihood function
for magnitude errors, Lm, is defined as the product of evaluations of fm for each measurement:

Lm(σ1, σ2) =

N∏
i=1

fm(xi, vi, σ1, σ2). (3)

Likewise, for the pointing error, a two-dimensional vector, the pdf is

fp(~x, v, σ3, σ4) =
[√

2π(σ2
3 + v2σ2

4)
]−1

exp
[
−1

2

|~x− ~µp|2

σ2
3 + v2σ2

4

]
, (4)

where ~x is the pointing error vector in units of velocity, ~µp = ~µ3 + v ~µ4 is the mean pointing error,
~µ3 is the fixed-pointing error bias, and ~µ4 is the proportional-pointing error bias. The likelihood
function for pointing errors, Lp, is then defined as follows:

Lp(σ3, σ4) =
N∏
i=1

fp(~xi, vi, σ3, σ4). (5)

A weighted maximum-likelihood approach is constructed by raising each term in the likelihood
function to a power. For the magnitude errors, the exponent is the inverse of the reconstruction’s 1-σ
uncertainty. For pointing errors, the uncertainty is two-dimensional, so the inverse of the standard
deviation of the error along the pointing-error direction is used. The Gates-model parameters for
magnitude errors are found by maximizing Lm; likewise for pointing errors Lp. Here we maximize
the natural logarithms of Lm and Lp, rather than the likelihood functions directly (adding num-
bers instead of multiplying numbers). Because the natural logarithm is a monotonically increasing
function, the solutions will be the same.10

Based on the form of Equations (2) and (4), only two measurements are required to determine
the parameters (solving two unknowns requires two equations). It follows that with more measure-
ments, more accurate estimates will be produced.

APPENDIX B: PROCESSING OF CASSINI MANEUVER DATA

In assembling the maneuver execution-error data that will be fitted, it may seem appropriate to
just simply subtract the reconstructed ∆V from the design ∆V in an inertial coordinate system
to obtain the maneuver execution error. However, this approach does not provide insight into the
source of the error, may not provide proper bias estimates, and may not be consistent with the orbit
determination.

One issue is there are events associated with each maneuver that, although they may not be part
of the maneuver ∆V design, cannot be cleanly separated out in the orbit determination process.
Consequently, the ∆V for each maneuver includes the design ∆V (∆VBURN + ∆VTURNS) plus
any ∆V events related to the maneuver, such as the ∆V from RCS firing to maintain attitude control
deadband limits (deadbanding). This sum of design ∆V and associated ∆V events will be herein
referred to as the expected ∆V.
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Figure 12: Cassini-Huygens Spacecraft

A second issue is the choice of coordinate system
for expressing the errors. Since each maneuver ∆V
is in a different inertial direction yet is controlled by
the onboard cut-off algorithm and attitude control sub-
system, spacecraft body-fixed coordinates are a natural
choice for analyzing the execution errors. A spacecraft
coordinate frame already exists for Cassini, as seen in
Figure 12: XS/C , YS/C , and ZS/C . The ZS/C axis
points from the high gain antenna to the main engine,
the XS/C axis points away from where Huygens was
attached, and the YS/C axis completes the right-handed
system. However, a coordinate system with an axis
parallel to the expected ∆V is preferred. The com-
promise is the thrust-vector-control (TVC) coordinate
frame with ZTV C parallel to the expected ∆V, XTV C

parallel to the projection of XS/C onto the plane per-
pendicular to ZTV C , and YTV C completing the right-handed system. The plane perpendicular to
ZTV C is referred to herein as the pointing plane. With this type of coordinate frame, execution errors
can be expressed with two perpendicular components, magnitude and pointing. Magnitude errors
are computed by differencing the lengths of the reconstructed and expected ∆V vectors. Pointing
errors are the vector differences of the reconstructed and expected ∆Vs projected onto the pointing
plane. They are given in XTV C and YTV C components in m/s as they represent ∆V errors. Use of
angular units is reserved for the proportional component of the pointing errors.

The main engine uses an onboard accelerometer to measure ∆VBURN. The accelerometer scales
its data with the scale factor, producing an acceleration measurement. Those measurements are
accumulated to provide increments of ∆V; the burn is terminated when the commanded ∆V is
achieved. The accelerometer scale, therefore, affects the executed ∆V. If it is too large, the executed
∆V will be too small, and vice-versa. The ratio of the estimated accelerometer scale factor to the
onboard value can be used to correct the expected ∆V of main engine burns:

∆Vcorr. expected = ∆Vexpected + (cMEA − 1)∆VBURN, (6)

where cMEA is the accelerometer scale factor correction ratio (cMEA = Estimated Acc. S. F.
Onboard Acc. S. F. ). This

ratio will be equal to 1 for maneuvers that were executed using the latest estimate of the accelerom-
eter scale factor.

Unlike for main engine, ∆Vs for RCS maneuvers are computed via a virtual accelerometer,
which measures increments of time, not ∆V. Increments of burn time are converted to increments
of ∆V via the classical rocket equation, which is where the onboard thrust primarily influences
the algorithm. When the accumulation of these increments reaches the desired ∆V, the burn is
cut off. Hence, if the onboard thrust value is too large, than the executed ∆VBURN will be too
small, and vice-versa. Discrepancies between the onboard and predicted thrust values have usually
been due to either onboard values not being updated since the previous maneuver or onboard values
being updated with earlier predicts. Operationally, these differences have been eliminated starting
with OTM-100, when ground software started automatically providing spacecraft commands to
update the thrust with the latest predicted value. In order to correct the expected ∆V maneuver, the
predicted thrust should be accounted for. Analogous to cMEA, this is accomplished by computing
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the ratio of predicted thrust value to onboard thrust value and applying it to the RCS burn ∆V:

∆Vcorr. expected = ∆Vexpected + (cRCS − 1)∆VBURN, (7)

where cRCS is the thrust correction ratio (cRCS = Predicted Thrust
Onboard Thrust ). Using this ratio to correct the

∆V assumes linearity of ∆V with thrust.

APPENDIX C: CASSINI MAIN ENGINE AND RCS MANEUVERS (JAN. 2009 – DEC. 2015)

Table 4 lists the 74 main engine maneuvers that were performed from January 24, 2009 to De-
cember 30, 2015 (OTMs 180–435) and Table 5 displays the 106 RCS maneuvers that were executed
from March 18, 2009 to November 16, 2015 (OTMs 183x–431). Main engine OTMs 180–326 and
RCS OTMs 183x–328 were used in the determination of the 2012-1 execution-error models. The
expected ∆Vs include the design ∆Vs and associated ∆V events (e.g., ∆Vs due to spin-up/spin-
down of RWAs, attitude control deadband-tightening ∆Vs, etc.).

Table 4: Cassini Main Engine Maneuvers from January 2009 – December 2015

OTM Date Expected OTM Date Expected OTM Date Expected OTM Date Expected OTM Date Expected

∆V (m/s) ∆V (m/s) ∆V (m/s) ∆V (m/s) ∆V (m/s)

180 1/24/09 4.6698 218 10/16/09 0.8450 249 5/28/10 10.7683 321 5/14/12 8.2720 357 8/7/13 3.6144
182 2/10/09 0.3680 219 10/21/09 4.1712 252 6/13/10 1.2405 324 5/30/12 3.7134 363 11/2/13 0.3667
183 3/9/09 5.0227 221 11/5/09 0.3023 254 6/24/10 0.876 326 6/10/12 0.4182 366 12/17/13 0.3876
186 3/29/09 0.7406 224 11/22/09 2.5574 255 6/30/10 6.2599 327 6/21/12 10.1173 372 2/17/14 1.6889
189 4/12/09 7.1237 227 12/15/09 0.7172 257 7/10/10 0.8432 330 8/7/12 4.3481 375 3/20/14 0.5493
192 4/28/09 2.4752 228 12/20/09 2.2342 258 7/18/10 6.7704 333 10/9/12 0.7668 387 8/9/14 12.4577
195 5/14/09 2.2417 231 1/5/10 8.0572 261 9/3/10 2.4292 335 11/17/12 0.2515 390 9/7/14 1.2617
198 5/30/09 1.4811 233 1/16/10 2.2714 267 11/21/10 2.2483 336 11/22/12 4.9497 393 10/9/14 1.0717
200 6/10/09 2.1497 234 1/21/10 6.0760 275 1/14/11 2.7690 339 1/30/13 1.6524 399 12/29/14 0.9724
203 6/26/09 2.4307 236 2/1/10 6.1813 291 9/20/11 5.0519 341 2/24/13 1.4460 402 1/31/15 1.2711
206 7/12/09 3.5307 240 3/26/10 3.0036 299 11/9/11 2.0884 342 3/2/13 0.2644 404 2/15/15 0.4904
209 7/28/09 6.3087 242 4/10/10 9.0421 300 11/24/11 2.9866 348 4/30/13 0.4812 422 10/2/15 0.2436
213 8/16/09 13.0102 245 4/29/10 5.7135 303 12/17/11 0.5114 351 6/11/13 0.8202 423 10/6/15 2.6224
215 8/29/09 0.5163 246 5/11/10 8.8882 312 3/10/12 3.5668 353BU 7/15/13 0.2673 435 12/30/15 2.9901
216 9/5/09 4.4808 248 5/23/10 0.8503 318 4/24/12 0.2484 354 7/19/13 2.2659

Table 5: Cassini RCS Maneuvers from March 2009 – December 2015

OTM Date Expected OTM Date Expected OTM Date Expected OTM Date Expected OTM Date Expected

∆V (m/s) ∆V (m/s) ∆V (m/s) ∆V (m/s) ∆V (m/s)

183x 3/18/09 0.0203 273 1/1/11 0.2098 313 3/24/12 0.0163 360 9/30/13 0.0714 397 12/7/14 0.0371
196 5/18/09 0.0469 274 1/8/11 0.0344 314 3/31/12 0.1445 361 10/11/13 0.0185 398 12/14/14 0.1612
201 6/15/09 0.0299 276 2/1/11 0.0202 316 4/11/12 0.0314 364 11/28/13 0.0140 400BU 1/9/15 0.0555
204 7/1/09 0.0159 279 3/2/11 0.1004 319 4/29/12 0.0350 367 12/29/13 0.1154 401 1/14/15 0.2289
207 7/17/09 0.0324 280 4/15/11 0.0201 322BU 5/19/12 0.0822 368 1/5/14 0.1033 403 2/9/15 0.0293
210 8/1/09 0.0224 281 4/22/11 0.0425 325 6/3/12 0.0375 370 1/30/14 0.0558 405 3/4/15 0.0996
217 10/9/09 0.1505 283 5/5/11 0.0141 328 7/21/12 0.1721 371 2/5/14 0.0891 406 3/13/15 0.0228
220 10/29/09 0.0677 284 5/12/11 0.1211 331 9/23/12 0.0612 373 3/3/14 0.0242 408 4/20/15 0.0470
225 12/4/09 0.2016 285 5/24/11 0.0365 332 9/30/12 0.1901 376 4/4/14 0.0549 409 5/4/15 0.0181
232 1/9/10 0.0359 286 6/17/11 0.0149 334 11/9/12 0.0600 377 4/11/14 0.0373 410 5/11/15 0.0610
237 2/23/10 0.0150 287 6/24/11 0.1456 337 11/26/12 0.0219 378 4/24/14 0.0362 411 6/8/15 0.0599
241 4/2/10 0.0342 288 8/22/11 0.0925 338 12/2/12 0.0276 379 5/14/14 0.0228 414 6/26/15 0.0704
243 4/18/10 0.0447 292 9/28/11 0.0330 340 2/13/13 0.0323 380 5/21/14 0.0200 416 7/10/15 0.0960
250 6/1/10 0.0368 294 10/5/11 0.0746 345 3/17/13 0.1859 382 6/15/14 0.0272 417 8/9/15 0.0181
253 6/18/10 0.0249 297 10/28/11 0.0459 346 4/1/13 0.0166 383 6/22/14 0.0459 419 8/21/15 0.0581
256 7/4/10 0.0218 300a 12/1/11 0.0207 347 4/9/13 0.1228 385 7/17/14 0.0322 421 9/25/15 0.0222
261a 9/16/10 0.1763 301 12/9/11 0.0177 349 5/19/13 0.0169 388 8/18/14 0.0324 424 10/11/15 0.0345
264∗ 10/15/10 0.1818 304 12/22/11 0.0164 350 5/27/13 0.0511 391 9/19/14 0.0837 426 10/20/15 0.0704
265∗ 11/8/10 0.1721 306 1/16/12 0.0492 352 7/7/13 0.0576 392 9/26/14 0.0664 429 11/5/15 0.1108
268 11/27/10 0.0647 308 2/3/12 0.1359 355 7/23/13 0.0721 394 10/21/14 0.0357 431 11/16/15 0.1036
269BU 12/1/10 0.1626 310BU 2/17/12 0.0197 358 9/9/13 0.0346 395 10/27/14 0.0623
270 12/8/10 0.0158 312a 3/16/12 0.1047 359 9/16/13 0.0331 396 11/22/14 0.1975
∗ Maneuver excluded from 2012-1 execution-error analysis.
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APPENDIX D: EXCLUDED MANEUVERS FROM EXECUTION-ERROR MODELING

OTM-264 was an RCS maneuver excluded from execution-error modeling beginning with the
2012-1 RCS model for its significantly smaller deadband-tightening ∆V as compared to other RCS
maneuvers. The estimated deadband-tightening ∆V of 1.5 mm/s for this RCS burn was well below
the predicted value of 5 mm/s, accounting for an extra 3.5 mm/s in underburning. This outlier
in the deadband ∆V can be clearly seen in Figure 13. OTM-265, also an RCS maneuver, at the
time of the 2012-1 RCS study was found to be an outlier in both magnitude and pointing (see
Reference 2). Nominally, RCS turns are performed on RWA which does not impart additional
∆V on the spacecraft. Due to a safing event on November 2, 2010,3 the spacecraft was under
RCS control for all turns, which included OTM-265. The safing event had also reset the prime
flight computer (resetting the pulse adjuster attitude error gain to zero), in turn causing noticeable
changes to both magnitude and pointing. Once the attitude control integrators were re-established
via ground command, subsequent RCS burns returned to expected accuracies (see Reference 9).
This coincides with the large pointing difference seen with this maneuver and justified its exclusion
from the considered data set.
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Figure 13: RCS B-Branch Deadband ∆V Estimate vs. Maneuver Magnitude (Courtesy of D. Roth)
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