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Abstract 
A number of laser communication link demonstrations from near Earth distances extending out to lunar ranges have been remarkably successful, demonstrating the augmented channel capacity that is accessible with the use of lasers for communications.  The next hurdle on the path to extending laser communication and its benefits throughout the solar system and beyond is to demonstrate deep-space laser communication links.  In this paper, concepts and technology development being advanced at JPL in order to enable deep-space link demonstrations to ranges of approximately 3 AU in the next decade, will be discussed.  Considerations for ranges extending farther will also be discussed briefly.  The potential for light science with the advancement of deep-space laser communications will also be touched upon. 
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1. INTRODUCTION 
A number of successful technology demonstrations of laser communications from lunar1 and near-Earth2 distances are spurring the development of high-rate optical services for future space operations.  NASA recently reported3, 4 plans for the development and maturation of free space optical communications (FSOC). Among NASA’s plans a risk retiring technology demonstration mission (TDM) of deep-space optical communication is included.  Higher instantaneous data rates utilizing resources (mass, power and volume) comparable to state-of-art space telecommunication systems is being pursued in order to meet NASA’s  demand for ever increasing communications capacity from space.    

According to radio frequency communications5 deep-space distances start at 2E6 km (0.013 astronomical units or AU) whereas, NASA’s Deep Space Network6 (DSN) services missions beyond geostationary distances.  For reference, Mars farthest range is approximately 2.6 AU while greater than 30 AU distances cover the outer reaches of the solar system, and finally, the Voyager spacecraft in interstellar space, communicates from 110 AU and 134 AU.  This illustrates the wide and ever expanding scope of deep-space communications.  The increase in link difficulty to return 1 megabit per second (Mb/s), relative to lunar distance, in decibels (dB) is 14 dB from 0.013 AU, 59 dB from Mars farthest range and greater than 81 dB from greater than 30 AU.  In this paper we report ongoing technology development targeting the downlink difficulty to approximately 3 AU.  Studies and technology development for extending laser communications to farther ranges, as well as, expanding the functions to include ranging and light science are expected to follow.

This paper is organized as follows.  Section II briefly describes the system architecture and estimated performance for a near term deep-space optical communication technology demonstration.  Section III reports ongoing technology development for maturing a deep-space flight laser transceiver (FLT).  In Section IV the needed ground station development is discussed.  Section V presents a concluding remarks with comments about future developments.
2. SYSTEM DESCRIPTION
4.2 Deep-Space Architecture

Considerations and trades for deep-space optical communications have been reported7 previously and are briefly summarized for completeness. A beacon based system architecture is shown in Figure 1. A 22-cm aperture diameter deep-space flight laser transceiver8 (FLT) transmitting 4W average laser power at 1550 nm is deployed on a deep-space spacecraft.  Serially concatenated pulse position modulation (SCPPM) capable of a maximum data-rate of 267 megabits per second (Mb/s) is implemented. The Ground Laser Transmitter (GLT) utilizes the 1m diameter Optical Communication Telescope Laboratory (OCTL) located at Table Mountain, CA to safely transmit a multi-beam, modulated 1064 nm laser beacon, capable of 5 kW maximum average power.  The beacon serves as a FLT pointing reference and carrier of low density parity check (LDPC) encoded data at 2 kilobits per second (kb/s).  The 5m diameter Hale telescope at Palomar Mountain, CA is planned for the Ground Laser Receiver (GLR) for collecting the faint deep-space downlink. A retrofitted single photon-counting detector assembly with backend signal processing synchronizes, demodulates and decodes the transmitted code-words. An optical communications operations center, a Mission Operations Center (MOC) and Deep-Space Network (DSN) will be used to assist and coordinate operations. 
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Figure 1. Deep space optical communications architecture for a technology demonstration in the next decade.  
Earth atmosphere dominates the intervening space-to-ground channel constraining link operation and performance through cloud blockage, atmospheric attenuation, atmospheric turbulence and sky brightness induced additive noise.  

The deep-space architecture utilizes existing ground assets to enable an initial cost-effective deep-space laser communication demonstration.  This architecture is constrained by limitations in Hale telescope near sun pointing presumed to be no less than 12(.  Long link outages can result from limited sun-earth-probe (SEP) angle. Both sites (Palomar and Table Mountain) must have simultaneous cloud-free line of sight to carry out a link demonstration.
4.2 Downlink Performance
Downlink performance for a Mars deep-space mission has been reported7 previously.  A summary for a number of deep-space destinations with range less than 3 AU.  Pointing losses of 1.18 dB are presumed for all links.   Clear sky conditions at 1550 nm, are used for predicting atmospheric attenuation and sky radiance using MODTRAN9.  A fixed zenith angle of 60( is use for all the links.  Atmospheric coherence diameter or Fried parameter (r0) of 3.6 cm and 5 cm (day and night) at 500 nm at zenith is used to account for turbulence induced blurring.  A photon-counting detector array with 320 (m diameter and detection efficiency of 70% is assumed.  A variable field-of-view (FOV) is used to optimize the data-rate with a maximum of 50-(rad. The optimal data-rate for received signal and noise was computed using methods described in ref. 10.  16-ary to 128-ary PPM with discrete slot widths are used. The link margin is varied from 3- 4.5 dB in order to ensure that slot-width restrictions are preserved.  The links at 0.01 AU are an exception where the link margin was 25-30 dBs.     

The coarse grid shown in Figure 2 represents data-rate dependence on range and SEP angle.  For convenience all nighttime operating points are represented by SEP=100(.  The triangle, squares and circle markers shown on the grid correspond to notional operating points for spacecraft at sun-Earth Lagrange points (L1, L2), Venus and Mars.  Unmarked grid points are expected during cruise to various destinations including Mercury and asteroids beyond Mars.  
[image: image2.png](001150267

2
76

132
32

132

13
15
15

0
0
0
0
7

0!
0!
0!
0!

B
E
B
E
2

12 |09

5

267
267
267

7236 |36

156 |18

5
53 27

NGE (AU)

0.01 [0.158 [0.228 [0.3

g
&

267
267
267

109[18 [27

T

B

RANGE (AU)

28

(AN e eI

0 [144

§

5

50 [ )52 |36 |18

50 [

W Venus Orbiter

a Earth-SunLagrange (L1)

® Mars Obiter

v Earth-SunLagrange (L2)




Figure 2. Data-rate variations as a function of range and SEP angle for several deep-space destinations of interest.

The four corners of the grid are labelled [range, SEP, data-rate].   At ranges of 0.01 to 0.158 AU the FLT maximum data rate (267 Mb/s) is achieved with sufficient margin to make up for additive background noise penalty from nighttime to daytime at SEP=12(.  Maximum data-rate is achieved at night for ranges of 0.23 AU.  Daytime links at this distance operate at 200 Mb/s.   The operating points corresponding to Venus and Mars orbiters show prominent dips because sunlight reflected from the planets and assumed to be in the GLR detector FOV contribute additional background noise.  Venus orbiter links at 12( and 30( and Mars orbiter links at 12( and 45( show this.  Slot width restrictions contribute some “quantization” of the data-rate grid.  For convenience the data-rate grid of Figure 2 is also presented in a table. 

The data-rate degradation due to decreasing SEP angle and the corresponding increase in sky brightness and stray light is clearly illustrated at the range of 3 AU where no additional penalty is extracted due to the presence of reflected sunlight from a planetary body.  A 6-dB data-rate penalty is extracted in going from nighttime to 12( SEP angle.  Future deep-space operations with downlinks to ground-based receivers will be motivated to operate at shallower SEP angles of 3-5( in order to restrict link outage times.   It should be pointed out that the performance degradation could be partially or fully recovered if signal the FOV for collecting the required signal could be reduced using adaptive optics.  Since the signal itself is weak and a natural guide star (NGS) may not be available, the viability and use of laser guide stars11 (LGS) should be studied in order to recover performance.  
4.2 Uplink Performance
In the deep-space architecture uplink lasers at 1064 nm must deliver sufficient irradiance to serve as a beacon for acquisition/tracking, as well as, supporting low-rate (~ 2 kb/s) uplink.   The required laser power to satisfy a number of links at varying deep-space ranges sun-probe Earth angles ranging from 5( - 25( is shown.   The power estimate accounts for cumulative link losses including atmospheric strehl degradation.  For ranges approaching 3 AU the laser power launched form the ground approached the maximum of 5 kW.    The points plotted include a 3-dB margin were computed to satisfy uplink data rates of 2 kb/s and irradiances ranged from approximately 1-4 pw/m2.
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Figure 3. Laser power required at 1064 nm for uplink.
3. FLT TECHNOLOGY MATURATION
The FLT is presumed to be body mounted to the spacecraft.   Attitude control and knowledge sufficient for pointing a radio frequency (RF) high gain antenna (HGA) back to Earth is used to coarsely point the FLT to Earth.  The FLT is required to search and acquire a dim laser beacon transmitted from earth and track it before pointing back the downlink laser with accurately calculated point-ahead angles using on-board ephemeris knowledge. Key technologies to enable these functions include a means of isolating the FLT from high-frequency spacecraft vibrations12 and a sensitive photon-counting focal plane array (FPA).  A high peak-to-average power laser for achieving photon-efficient communications is also being developed.  Reference 13 and 14 of this volume report on progress made on the development of the FPA and the downlink laser.  Here we report on some end-to-end tests that were performed to verify and validate the FLT architecture and functions.  
4.2 FLT Acquisition, Tracking and Pointing Emulation 
A laboratory demonstration to measure the performance of flight platform pointing and isolation was developed and is represented by the block diagram of Figure 4.  It consists of both a ground station and flight terminal emulator.  The ground station produces a collimated laser beam that acts as a far field uplink beacon source at 1064 nm.   The flight system receives the beacon and tracks it on a focal plane array.   The flight system transmits a downlink signal at 1550 nm which is detected on a focal plane array in the ground station emulator.  The motion of the received beams on both ends of the link are analyzed to measure pointing performance.  The isolation pointing assembly uses voice coil-actuators (VCA) and linear variable voltage transformer (LVDT) sensors.  Performance is evaluated in the presence of injected disturbance which is independently measures using the accelerometers.
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Figure 4.Overall test arrangement for performing acquisition tracking and pointing evaluation for the FLT architecture with suitable ground support equipment. 
4.2 3.2 Ground Station Emulator

The ground station emulator consists of a beacon transmitter channel and a receive channel for the downlink signal.   In addition to the near infrared 1064 nm laser to match the FLT receive wavelength a visible a 635 nm laser is also transmitted for ease of alignment.   The 1064 nm source can be modulated in a prescribed13 data format.

The optical system is heritage15 from the Lasercom Test and Evaluation Station (LTES)   This system transmits a 20 cm collimated beam and receives an input beam which is sampled at various optical ports that allow signals for tracking, data and beam divergence measurements.

The current configuration of the receive channel includes an Indium Gallium Arsenide (InGaAs) focal plane array for downlink beam tracking measurements and also another for a data detector.   A corner cube retro reflector cube in the uplink beacon path sends a reference signal to the tracking focal plane array from which the displacement of the downlink beam is measured.  Eventually, the data detector channel will be coupled to an optical fiber that will port the downlink signal to the downlink receiver.   Figure 5 below shows the optical arrangement described.

[image: image5]
Figure 5.  Ground Station Emulator using LTES

4.2 3.3 Flight System Emulator

The flight system emulator consists of an optical transceiver with a 22 cm primary collecting mirror.   The optical system is based on the architecture reported8 in previously and shown in in Figure 6a below. The receive channel is measured by a focal plane array which in this case consists of either a commercial Si CCD or Si based photon counting camera.  

The transmit channel consists of a commercial 1550 nm laser which can be modulated in an OOK format for demonstration purposes.   A laser power of up to 2 W is available to measure the downlink signal on the photon counting camera in order to test simultaneous measurement of the uplink and downlink signal. A piezo actuated mirror (PAM) on the downlink channel allows the introduction of a point ahead angle.

The vibration isolation platform consists of weak springs that that couple the flight terminal to the spacecraft platform emulator.  Struts comprising a VCA and LVDT sensor (see Figure 6b) give control and measurement for the six degrees of freedom.  The two-axis excitation gimbal in Figure 6b serves as the disturbance emulator. The flight terminal can operate in two control modes. One allows the floating optical terminal to follow the spacecraft platform using the local sensors.  This is used for coarse pointing of the optical terminal and scanning during acquisition.  The other mode uses the centroid from the uplink beacon on the focal plane array to control pitch and yaw of the optical terminal.  In this mode, all other degrees of freedom are controlled with very low bandwidth to keep the floating terminal from hitting mechanical hard stops.

The flight terminal hangs from a spring to off load the effect of gravity since the actuators cannot provide enough force to levitate the system (see Figure 6c).  The spacecraft platform emulator sits on an elevation over axis gimbal that provides both coarse pointing and also a means to inject spacecraft jitter noise to measure isolation performance.  Two pairs of accelerometers measure the angular motion of the spacecraft platform in pitch and yaw.
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Figure 6. Flight System Emulator showing various components of the optical terminal, the spacecraft platform and gravity offload.

4.2 3.4 Results

A series of experiments were performed to measure the capability of the FLT to acquire and track an uplink beacon.  The excitation gimbal provided a calibration for the focal plane arrays on both the flight and ground receive channels.  Prediction from the optical design were verified in this manner.

Initial tests used a photon counting Si focal plane array.  This allowed the acquisition of a dim beacon uplink, as well as, imaging the downlink 1550 nm signal spot.  The output of this sensor was processed to measure both a modulated and continuous signal.  This distinguishes the uplink beacon (which was modulated) from the downlink signal as illustrated by captured frame images in Figure 7.
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Figure 7. The left hand image shows the raw frame with both the uplink beacon and downlink signal. The right hand image shows the same frame with the frame data de-modulated using the uplink signaling scheme.  The downlink signal is no longer present.
The point ahead angle actuation was verified on both the flight system and ground system.  The results agreed with the expected values given the optical design and electro-mechanical properties of the actuator.  This is illustrated in Figure 8 where a sequence of centroid spots of the downlink laser is shown on the on the FLT and Ground Station FPA. 
A step stare acquisition process using a spiral pattern was tested by looking at the commanded pointing on the local strut sensors and the position of the uplink beacon on the flight system focal plane array and downlink signal on the ground station focal plane array.  This is shown in Figure 9 below where the detector FOV is smaller than the field-of-regard (FOR) of the actuated isolation platform. The FOR can cover the attitude control of the spacecraft whereas the detector FOV an search out this region for the beacon.  The right hand panel shows switching to beacon tracking from scanning with the actuators .  
Finally, measurements of the flight system pointing performance were made to quantify platform isolation from the spacecraft vibration. The centroid of the uplink beacon was measured simultaneously with the centroid of the downlink on the ground station.  Measurements were made with different configurations including the flight terminal fixed to the spacecraft platform and the flight terminal free floating (with the gravity offload).  
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Figure 8. The left graph image shows the downlink position on the flight focal plane array as it is actuated in a circle.  The right hand graph shows the downlink position on the ground station as it is actuated in a circle.  Note that the size of the circles are different since the actuation for the flight terminal was much smaller since it has a more restricted field of view.
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Figure 9. The left hand graph shows the beacon position on the flight focal plane array as the flight terminal undergoes a spiral scan using the struts.  Note that the field of view (FOV) of the flight focal plane is much smaller than the field of regard that the struts can achieve.  The right hand graph shows an acquisition sequence where the FLT is moved to a position (offset from the true beacon position and outside the focal plane FOV) where it begins a scan.  When the focal plane acquires the signal, the control system then uses the centroid for tracking.  At this point, the strut sensor data shows the relative motion of the flight terminal to the spacecraft platform needed to keep the beacon locked.
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Figure 10. The left hand graph shows the amplitude spectral density of the assumed spacecraft noise [ref. 8] the measured excitation from the accelerometer pairs (in x and y or yaw and pitch), the effective beam jitter measured at the ground station and the effective beam jitter measure on the flight terminal.  The ground terminal noise is always noisier than the flight terminal.  The right hand graph the amplitude spectral density of the effective beam jitter measured at the ground station for the excitation on or off.  It is clear that there is very little discernible difference between the two cases.
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Figure 11. The left hand graph shows a scatterplot of the effective beam jitter (in x and y or yaw and pitch) measured at the ground station and the flight terminal.  The ground terminal does not have a mean error since its location is arbitrary. The error is the 1 σ standard deviation.  The right hand graph shows a scatterplot of the effective beam jitter measured at the ground station for the excitation on or off. Again, there is very little discernible difference between the two cases.
Comparisons of the measured noise with and without an injected emulated spacecraft disturbance showed very similar results.  The noise floor was dominated by the ambient laboratory noise and the isolation was greater than 70 dB below 10 Hz.  Figure 10 and 11 summarize these results.

4. GROUND STATION DEVELOPMENT
For implementing the architecture shown in Figure 1 development of the ground photon-counting detector arrays and the backend signal processing is being pursued.  The logistics and optical designs for implementing the GLT and GLR are pending for future reports.  
4.2 Photon Counting Detectors 
For photon-efficient communications the highest performance ground detectors are sought. Tungsten silicide superconducting nanowire single photon detector (WSi SNSPD) arrays with unprecedented single photon detection efficiency, low timing jitter and active area suitable for coupling to large diameter (~ 5m) ground telescopes, are motivated with this in mind. Single-pixel fiber-coupled WSi SNSPDs developed collaboratively at JPL and NIST have recently demonstrated 93% system detection efficiency at 1550nm, with 60ps 1-sigma timing jitter, 40 ns dead time, and background-limited dark count rates to below 1 Hz16. These detectors have become widely used in quantum optics experiments.17, 18, 19 Based on these results, a 12-pixel multimode fiber-coupled WSi SNSPD array was developed and fielded in a 780 mK cryostat for the alternate Table Mountain, CA ground terminal used for the Lunar Laser Communication Demonstration (LLCD) in 201320. This SNSPD array was successfully used to downlink PPM-encoded data from lunar orbit at data rates of 39 and 79 Mbps.

To efficiently couple the SNSPD focal plane array to the 5-meter telescope aperture in the presence of atmospheric disturbance, we have developed a free-space coupled 320-µm diameter 64-element WSi SNSPD array, as shown in Figure 12. The entire active area is photosensitive, and is divided into four quadrants for estimating beam centroids. Each quadrant consists of 16 co-wound nanowires meandering to fill the active area, in order to maximize the uniformity of illumination. The WSi nanowires are 160 nm wide and 5 nm thick, on a 400 nm pitch, and are patterned using electron-beam lithography. The photosensitive WSi nanowires are embedded in a vertical optical stack to enhance absorption efficiency, as described in ref. 16. The 320-µm active area requirement was derived assuming a maximum 50-µrad FOV, predicted for worst-case daytime seeing conditions at Palomar Mountain. The design targets for the SNSPD array are a system detection efficiency > 70% (including all coupling losses and losses from windows and filters in the cryostat), maximum count rates approaching 109 counts per second, 1-sigma timing jitter below 150 ps, and false count rates below 2000 counts per pixel, including ambient 300 K blackbody radiation. The device has an operating temperature of approximately 1 K, which can be readily achieved using a commercially available closed-cycle helium-4 sorption refrigerator. Each SNSPD element in the array is read out individually. To ease the complexity of cryogenic wiring, we have developed custom high-speed 16-channel brass cryogenic flex circuits with parallel RF striplines. These can be used to transport the analog SNSPD signals to the 40 K stage of the cryostat, where the signals can be digitized using custom Silicon Germanium (SiGe) integrated circuits21 or routed out of the cryostat using conventional copper flex circuits.  Smaller arrays (160 (m dia.) have been used to perform end-to-end communications testing in the laboratory while similar tests using the 320 (m dia. arrays are pending and will be the topic of future reports.
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Figure 12. (Left) optical micrograph of the 64-pixel SNSPD array. The round active area has a diameter of 320 µm, all of which is photosensitive. (Right) A scanning electron microscope image showing the co-wound meandering nanowire structure. Each quadrant of the focal plane array contains 16 meandering nanowires. 

4.2 Signal Processing
The downlink signal processing electronics assembly must synchronize and recover the downlink telemetry data from the output of the ground detector assembly. The conventional detector readout architecture consists of converting the detector array output pulses into photon counts by performing edge detection on each detector pixel output, sampling that output, and combining across pixels to generate a high bandwidth (~6-8 GHz) sampled time series for each channel that the receiver must process. This approach requires high bandwidth digital combining and clock distribution over many (64 to 256) elements at cryogenic temperatures. As the detector array is partitioned into four quadrants in order to support downlink spot tracking, this approach results in four 6-8 GHz time series that must be processed by the subsequent receiver algorithms. As the deep space optical channel is inherently photon starved, the number of arrivals per sampling interval is very low, often averaging less than one count per symbol per pixel. DSOC employs a lower complexity alternative to handle these sparse photon counts by using a commercial multi-channel time-to-digital converter (TDC).   The TDC directly takes in pixel output that has been suitably conditioned at room temperature and generates high resolution timestamps for the photon arrivals, with the arrangement represented by the block diagram shown in Figure 13. The TDC unit planned for DSOC provides 166 picoseconds resolution timestamps, corresponding to 3 samples per slot at the highest downlink data rate, and can accommodate photoelectron count rates up to approximately 1.5 gigacounts/sec, which is sufficient to handle downlink photon flux rates over the range of data rates and operating conditions referred to in Fig. 2.
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Figure 13.  Ground receiver detector readout and signal processing architecture

Once photon arrival timestamps over the entire detector array have been generated, they must be processed in order to synchronize the PPM slots, symbols and codeword frames, to produce channel parameter estimates, and deliver log-likelihood-ratios that may be de-interleaved and decoded. A block diagram of the signal processing modules is shown in Fig. 14. For initial algorithm development and laboratory testbed validation, these algorithms are implemented in software post-processing. Real-time processing is envisioned to use a combination of FPGAs and graphical processing units (GPUs) for eventual ground station implementation. 
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Figure 14. Downlink receiver signal processing modules

A significant consequence of the TDC-based architecture is that the receiver algorithms must now operate on sparse timestamps rather than a continuous sample stream. In particular, the slot/symbol synchronization algorithm, which is used to detect and temporally acquire the downlink signal, as well as, provide timing for decoding statistics must be modified to efficiently accommodate timestamps. Temporal acquisition is performed by detecting inter-symbol guard time (ISGT) – a series of non-signal slots appended to the end of each PPM symbol – and ISGT-based slot and symbol synchronization utilizes time-average PPM+ISGT slot statistics to estimate and track signal frequency and phase offsets.22 Figure 15 shows analytical probabilities of missed downlink signal detection for some operating conditions of Fig. 2, using ISGT-based temporal acquisition and a frequency offset (due to residual Doppler error or clock instability) of 0.1 parts per million. The figure shows that the downlink signal can be temporally acquired more than 99.9% of the time in these cases. 

[image: image21.jpg]o ]0'5 Per quadrant temporal acquisition using intersymbol guard time
1 T T T T

09

08

07

06

05

of missed detection

04

03

02

3
S
2
2
o

01
o8- * b o

Nighttime cruise  Daytime cruise  Marsminrange  Venusminrange  Venusmaxrange  Mars max range





Figure 15. Estimated probability of missed signal detection for downlink operating points of interest
5. CONCLUSIONS
A progress report on system architecture, system performance and ongoing laboratory development in order to mature the technologies for implementing a technology demonstration around the early part of the next decade was provided.  Some other papers in this volume provide further details on some elements of the overall technology development.  The technology demonstration will retire the risk of acquisition, tracking pointing from deep-space ranges, as well as, data downlink and uplink.   The scope of the demonstration will be limited because existing ground assets like the Hale telescope are being used.  The limitations are both in terms of allowable time over which optical communication activities can be scheduled and the fact that the Hale telescope was not intended for day time use, especially when pointing close to the sun for extended durations.   Future investment in dedicated ground assets that meet the functional requirements for operational optical communication from deep-space is needed.  Limited studies and trades to achieve this are being pursued.  As has been indicated in previous reports on deep-space optical communications effective aperture diameters of 8-12 m diameter are desired.  Strategies for near sun-pointing, with suitable photon counting detectors and cost-effective maintainability and operations will be needed.  
For extending the reach of laser communications to the outer planets and the farthest reaches of the solar system and interstellar space a re-visit of architectures is needed.  It is conceivable to achieve communications from Saturn distances with larger diameter space and ground transceivers and ground transmitted beacons with comparable powers as the current architecture.  Beyond these distances use of a celestial beacon needs to be evaluated.  For example, from distances beyond Saturn the Earth can serve as a beacon.  As distances increase farther, the sun and earth angular separation gets smaller and detecting earth in the presence of the sun will become increasingly difficult.  In addition to the laser beam pointing challenges posed by these huge distances, laser technology for performance and reliability needs to be improved.  Two key areas needing development are laser lifetime and laser power.  The Voyager mission communicating reliably nearly 40 years after launch is an indication of what will be needed to make lasers work for interstellar missions.  Laser transmitters with 10’s Watts average power and multi-kW peak powers will need to be developed that can support the moderate data rates with  up to Mbps at these ranges.  Communication laser transmitters are typically fiber based due to their robustness and efficiency so novel fiber or alternative amplifier schemes are envisioned where the peak powers in particular can be scaled without the detrimental effects caused by fiber nonlinearities and without compromising the beam quality.  Such architectures could involve photonic crystal fibers, hybrid rod amplifiers or other waveguide concepts that are currently being examined for other high power applications. Here the optical mode is scaled to enable higher gain while maintaining single frequency operation without increasing the power densities beyond the damage threshold or seeding the fiber nonlinearities such as Raman or Brillouin scattering. .  Although terrestrial fiber based telecommunications have demonstrated significant component and system reliability with MTBFs (mean time between failures) of up to 25 years in some cases, these numbers are for predominately low power devices. Scaling the average power handling capability while maintaining such reliability will require a significant investment in packaging as well as the intrinsic device physics to manage potential failure mechanisms.  Fiber lasers are routinely available that can support kW powers in industrial applications so there are encouraging signs that the technology issues are being addressed, in particular the need for extremely high power pump laser diodes for fiber or solid state lasers.  Such systems are also applicable to the uplink beacon laser transmitter where multi-kW average powers are required from multiple pulsed sources.  A point design for a downlink laser transmitter that can support optical links > 5 AU would be 20-100 W average optical power with 15 % overall efficiency and 10’s years operational life.  
Future optical communications terminals will also be able to provide tracking products for precision spacecraft navigation by converting time-of-flight between the ground and flight terminals using the time-stamps generated by the photon counting detector arrays into range estimates.  Paired-one way ranging has been previously considered to eliminate the requirement for an ultra-stable clock on-board the spacecraft23.  A precision ranging product from the optical link can also be used to test for “new physics” in alternate relativity and quantum theories24.  Although a separate fixed rate, narrow pulse laser from the ground could be used to simplify acquisition of ranging estimates, compression of pseudo-random sequences in the coded data streams can also provide time-of-flight estimates with picosecond accuracies, and code word boundaries naturally define a timing epoch to eliminate range ambiguities. Laser ranging and light science are also areas that will be studied and developed in order to augment laser communication functions.  
In conclusion, a number of developments are needed to extend laser communications to address the scope presented by deep-space communications the transition is compelling from a viewpoint of achievable data rates and future bandwidth congestion in the radio frequency range.
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