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Abstract—The objective of this paper is three-fold: 1) to describe
the engineering challenges in the surface mobility of the Mars
2020 Rover mission that are considered in the landing site
selection processs, 2) to introduce new automated traversability
analysis capabilities, and 3) to present the preliminary analysis
results for top candidate landing sites. The analysis capabilities
presented in this paper include automated terrain classification,
automated rock detection, digital elevation model (DEM) gener-
ation, and multi-ROI (region of interest) route planning. These
analysis capabilities enable to fully utilize the vast volume of
high-resolution orbiter imagery, quantitatively evaluate surface
mobility requirements for each candidate site, and reject sub-
jectivity in the comparison between sites in terms of engineering
considerations. The analysis results supported the discussion in
the Second Landing Site Workshop held in August 2015, which
resulted in selecting eight candidate sites that will be considered
in the third workshop.
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1. INTRODUCTION
The success of planetary surface exploration missions is
dependent on the ability of a rover to traverse the terrain in
order to accomplish the mission objectives. The Mars 2020
Rover (M2020) mission and a potential Sample Retrieval and
Launch (SRL) rover mission are even more contingent on
efficient rover traverse performance than the Mars Science
Laboratory (MSL) mission. MSL’s science goal is incre-
mental, meaning that the more the rover drives the greater
science return you get. In contrast, the science goal of
M2020 is somewhat binary. It involves the collection of rock
and regolith samples, which could be returned to Earth by
a SRL and a future sample return orbiter [1]. As a result,
the science objectives of M2020 will not be fully met unless
the rover successfully drives to the prespecified regions of
interest (ROIs) and completes the sample collection.

(C) 2015 California Institute of Technology. Government sponsorship
acknowledged.

The M2020 mission is currently in the process of narrowing
down candidate landing sites through a series of four work-
shops held in 2014-2018. The candidates are very diverse in
terms of science content, the distribution of ROIs, and terrain
characteristics. From an engineering standpoint, for each can-
didate site, we need to identify 1) whether the rover can land
safely and 2) whether the rover can visit the required number
of ROIs during the duration of the surface mission allocated
to driving. These analyses are performed using the HiRISE
images taken by the Mars Reconnaissance Orbiter, which has
a nominal 0.3-meter/pixel resolution. While HiRISE imagery
enables landing site analysis with an unprecedented level of
detail, in practice, manually performing detailed analysis for
all candidate sites is not possible due to the significant volume
of data.

We address the challenge by developing a suite of automated
analysis capabilities called Mars 2020 Traversability Tools
(MTTTT), which include terrain classification, rock detec-
tion, stereo processing, and optimal route planning. Terrain
type, rock abundance, and slope are translated to an estimated
driving speed using a mobility model of the rover.

The newly-developed sequential Dijkstra algorithm finds
distance-optimal and time-optimal routes from any location
of a map to satisfy ROI requirements. Running the route
planner everywhere in the map results in a cost map, where
the cost is the required driving distance/time. The cost
map is used for statistical evaluation of landing sites. For
a given center point of the landing ellipse, the probability
distribution function (PDF) of landing location is specified.
By integrating the cost map with the landing PDF, a cu-
mulative distribution function (CDF) of the required driving
distance/time is obtained. The CDFs are used to compare
between sites quantitatively in terms of driving requirement.
Furthermore, the cost map can be used for entry, descent,
and landing (EDL) planning. More specifically, we perform a
multi-objective optimization of the landing ellipse placement,
where the objective functions involve landing safety and
the expected driving distance/time. The concept of such a
combined EDL and mobility analysis was initially explored
by [2], [3], which developed the combined EDL-mobility
analysis tool (CEMAT). The approach in this paper is dif-
ferent in that [2], [3] formulated the problem as a chance-
constrained optimization where the cost (distance/time) is
minimized with an upper bound on the probability of landing
failure, while we perform multi-objective optimization.

The rest of the paper is organized as follows. Section 2
defines the objective of analysis as well as puts readers in
the context of M2020 landing site selection. Section 3 pro-
vides the overview of the MTTTT capabilities, followed by
Sections 4-7 that summarizes the technical approach of each
capability included in MTTTT. Finally, Section 8 presents
preliminary results of the M2020 landing site analysis.
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Figure 1: Eight candidate landing sites for the Mars 2020 Rover mission, as of the writing of this paper. Courtesy NASA/JPL-
Caltech.

2. PROBLEM DESCRIPTION
The Mars 2020 mission is part of NASAs Mars Exploration
Program, which is a long-term effort to explore and better
understand the red planet. Specifically, the Mars 2020 rover
will look for signs of ancient life, as well as prepare and
characterize Martian samples for return to Earth by a potential
subsequent mission. The rover will explore two scientifically
diverse ROIs, allowing the science team to characterize mul-
tiple ancient environments.

The mission is designed to accomplish its objectives in 1.25
Mars years, which is 836 sols or Martian days. The specific
landing site for the mission, however, will not be selected un-
til just prior to launch to allow the maximum amount of time
for the science community to select the best sites. At the time
of the writing of this paper, there are eight candidate landing
sites that are being evaluated for both the science value and
engineering vaibility: Columbia Hills (Gusev Crater), Eber-
swalde, Holden, Jezero Crater, Mawrth, Northeast Syrtis, Nili
Fossae, and Southwest Melas. The geographical distribution
of the eight sites are shown in Figure 1.

To allow the engineering team to design the mission and rover
capabilities prior to a detailed analysis of each landing site, a
baseline reference scenario has been created. This presents a
single representative mission scenario to drive the design of
the system capability. This reference scenario has the rover
traversing 6 km from the landing site to the first ROI. Once
at the ROI the rover will traverse 1.5 km within the ROI to
characterize the geology and collect 10 samples for return to
Earth. The rover will then traverse another 6 km to reach
the second ROI, where it will again traverse 1.5 km within
the ROI and collect an additional 10 samples. This notional
scenario is illustrated in Figure 2.

The objective of the work described in this paper is to allow

Figure 2: A baseline reference scenario, which represents
mission scenario to drive the design of the system capability.

for more site-specific analysis of each proposed landing site.
This will allow the landing sites to be evaluated on the likeli-
hood of achieving mission success, and it will also allow the
project to better understand if the baseline reference scenario
is appropriately bounding for the mission design.

Example of ROI Requirement

Each candidate site has a unique set of ROIs and priorities
among them, which are determined to satisfy the top-level
mission objectives. Figure 3 shows an example of the ROIs
for NE Syrtis. Out of the four types of ROIs shown in the
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Sparse ground-truth labels Dense reclassi�cation

Figure 5: Terrain classification example on NE Syrtis.
Ground-truth terrain labels are potentially very sparse, requir-
ing the classifier to infill unlabeled terrain.

that tells whether each pixel on the map is traversable or
untraversable. We set thresholds for CFA and slope, and if
either of the thresholds are exceeded we identify the pixel
as untraversable. The pixels covered by untraversable terrain
classes or hazards are also identified as untraversable. The
binary mobility model is used for distance-minimal route
planning. The other model is a continuous-valued model
that assigns estimated traverse speed to each pixel. See the
description of M2020 rover capability in Section 2 for the
details of the model. The continuous-valued model is used
for time-optimal route planning.
• Multi-ROI Route Planning computes a route to visit ROIs
with a minimum distance or time.

Each of the analysis capabilities is describe in detail in the
following sections.

4. AUTOMATED TERRAIN CLASSIFICATION
Terrain classification is the process of labeling each pixel of
the orbital image with a terrain type. The resulting terrain
map is used by the path planner to estimate both risk and
traversal time of a given path. We have identified 11 dif-
ferent terrain types corresponding to different traversability
regimes. Terrain maps have traditionally been annotated
by hand, which is extremely time-intensive and significantly
limits the number of sites that can be analyzed. For this work,
we develop an algorithm for terrain classification to enable
comprehensive analysis of all candidate landing sites, and at
full HiRISE resolution.

The terrain classification problem is commonly referred to
as image labeling or semantic segmentation in the computer
vision literature. Given pairs of terrain images and ground-
truth label masks, the objective is to learn a pixel-to-pixel
mapping between terrain and label. Our method is derived
from the recent state-of-art work of [7], which utilizes a
convolutional neural network architecture to learn a deep hi-
erarchy of image filters. Each label pixel is treated as a multi-
way softmax classifier that covers a receptive field of 128 ×
128 pixels in the terrain image. The network also utilizes
a “fully convolutional” structure, which converts all inner
product layers into equivalent convolutional layers allowing
the network to be independent of the input and output image
dimensions. Furthermore, the network compensates for the
implicit downsampling from strided convolution and pooling
with an upsampling mechanism that allows the network to
be trained end-to-end without the need for additional post-
processing such as using super-pixels or conditional random
fields. This method is also very efficient, producing a full
image classification in a single forward pass of the network.

(a) Rock field (b) Polygonal ripple field

Figure 6: Example of (a) a rock field and (b) a polygonal
ripple field observed from HiRISE orbital images at NE
Syrtis.

One of the challenges for training the network is the limited
volume of annotated terrain labels, which can easily lead
to memorization and poor generalization. This is addressed
using supervised pre-training to initialize the network weights
using a model trained on a much larger dataset. For our
experiments, we use the VGG16 network [8] trained for the
ILSVRC14 challenge. The full network is then refined during
training with standard backpropagation and SGD from [9].
The loss function sums cross-entropy for each spatial position
of the network.

The per-pixel classification performance of the network is
currently 94.9%. As shown in Figure 5, our ground-truth
labels are typically very sparse due to the time-intensive
nature of generating them. This sparsity is accommodated
by incurring no loss penalty for any predictions in unlabeled
regions. The map is then reclassified by the network, pro-
ducing a dense map that infills all the previously unlabeled
regions. Our ongoing work utilizes expert terrain labelers to
provide corrections to the classification results to characterize
true classification performance in these previously unlabeled
regions.

Training Data Collection

From HiRise orbital images, the user can identify various
types of terrain. At the NE Syrtis landing site, 11 unique
terrain classes were identified:

• Smooth regoligh
• Smooth outcrop
• Fractured outcrop
• Sparse linear sand ripples
• Rough outcrop
• Craters
• Rock fields
• Dense linear sand ripples
• Polygonal sand ripples
• Deep sand accumulations
• Scarps.

Examples are shown in Figure 6. A small number of exam-
ples (ranging from 1 to 10) for each of these terrains was
provided as training data for the terrain classifier.
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5. AUTOMATED ROCK DETECTION
Landing or driving over rocks can be very hazardous to a
rover. The candidate sites on Mars present diverse terrain
characteristics in terms of the distributions of rock sizes and
rock densities. Thus, a rock detection algorithm is important
for determining safe regions based on rock populations. The
method of Golombek et al. [10] is used to estimate rocks from
their shadows and quantify the landing and traversability haz-
ards based on rock abundance, i.e., how much of the surface
area is locally covered by rocks. The original rock detection
algorithm is described in [11]. Formally, rock abundance
is evaluated through a theoretical model of the cumulative
fractional area covered by rocks of diameters equal to or
greater than some value D [6]. These models are based in
fracture and fragmentation theory [12] and are estimated for
a HiRISE image based on detected rocks.

Rock detection is performed by segmenting rocks’ shadows
by an image processing technique that enhances the contrast
of the shadow regions [11]. The algorithm then fits an
ellipse to each shadow segment and uses the sun incidence
angle direction to derive rock height from shadow length and
rock diameter from shadow width, according to illumination
direction and estimated slope from elevation models (see
section 6). Results of shadow detections on Martian terrain
are shown in Figure 7. Prior to shadow segmentation, blind
image deconvolution is used to sharpen HiRISE images in
order to resolve shadows of size∼5 pixels (1.5 meters at 0.3m
resolution) or larger.

In this paper, the size-frequency distribution of rocks is
estimated from detected rocks in each image and it is fit
to predicted statistical exponential models [10], [13]. From
the fits, which are performed in bins of 30m × 30m or
150m × 150m, one can infer the amount of missing small
rocks that are not resolved and the amount of large rocks that
are incorrectly detected (see Figure 8). The rocks used for
fitting have estimated diameter between 1.5m and 2.5m, since
smaller rocks are not reliably resolved and large boulders
are isolated, providing little statistical significance for the
fit. In fact, large detections are potentially non-rock objects
that cast shadows, e.g., small hills. This fitting technique has
been validated in HiRISE images by comparing distributions
of rocks estimated from orbit with the ones observed from
the ground. This distribution fit significantly improves the
detection results. The general size-frequency distribution
power law is given by

Fk(D) = ke−q(k)D, (1)

where D represents rock diameter, Fk(D) is the cumulative
fractional area covered by rocks of diameter equal to or
greater than D, k is the fraction of the total area covered by all
rocks (the local rock abundance) and q(k) governs the decay
speed with increasing diameter [6]. Note, Fk(D) is a function
of a rock diameter D and k ∈ [0, 1] is the value of the function
evaluated at diameter zero. The value k is traditionally
referred to as rock abundance, or CFA (cumulative fractional
area) value, or simply CFA. As illustrated in Figure 8, the
rock abundance k is ultimately defined by the curve that
parallels the empirical distribution of estimated rocks. Here
this is achieved using rocks with diameter D ∈ [1.5m, 2.5m],
which means that the total fractional rock coverage k is
inferred only from an statistically significant subset of rocks.

A common alternative way of representing rock size-

Figure 8: Cumulative fractional area covered by rocks versus
measured rock diameter from different landing sites (image
from Golombek et al. [10]). Each marker represents mea-
surements from a site (see [10] for data sources). Exponential
models of size-frequency distributions for 2%, 3%, 5%, 10%,
20%, 30% and 40% rock abundance are also shown. The
empirical distributions fit nicely with the theoretical models.

frequency distributions is based on the cumulative number of
rocks of certain diameter or larger per unit area, which also
follows a power law analogous to (1). The distributions based
on fractional area or density, for a given rock abundance, are
equivalent and can be derived from each other [10].

6. DEM GENERATION
Digital Elevation Maps (DEMs) of the Martian surface are
generated using stereo imagery taken by the HiRISE camera
aboard the MRO spacecraft. The processing chain consists
of:

1. Stereo correlation between HiRISE image pairs
2. Triangulation of correlated pixels to generate a point cloud
in a Mars-centric coordinate frame
3. Ortho-projection of the point cloud into a DEM and gen-
eration of a pixel co-registered ortho-projected image

We describe each step of the process in greater detail.

Stereo correlation

The first step in generating 3D is to match corresponding
pixels between two HiRISE images with sub-pixel accuracy.
Given the large format (on the order of 20k x 100k pixels) and
correspondingly large disparity between matched pixels, we
begin this process by computing a best linear transformation
between the image pair and warping one image, typically
taken off-nadir, to approximately co-register with the other,
typically taken near nadir and considered the stereo refer-
ence image. The resulting warped image has disparities on
the order of tens or hundreds of pixels with respect to the
reference image rather than thousands or tens of thousands.
This initialization reduces stereo match times by up to two
orders of magnitude. From this point, pixel matching is
performed using a pseudo-normalized correlation scheme
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Figure 18: Cumulative distribution function of the required
driving distance for the eight candidate sites.

Figure 19: Cumulative distribution function of the required
driving time for the eight candidate sites.
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