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The NASA Instrument Cost Model, NICM, is a suite of tools which allow for 
probabilistic cost estimation of NASA’s space-flight instruments at both the system and 
subsystem level. NICM also includes the ability to perform cost by analogy as well as joint 
confidence level (JCL) analysis. The latest version of NICM, Version VI, was released in 
Spring 2014. This paper will focus on the new features released with NICM VI, which 
include: 1) The NICM-E cost estimating relationship, which is applicable for instruments 
flying on Explorer-like class missions; 2) The new cluster analysis ability which, alongside 
the results of the parametric cost estimation for the user’s instrument, also provides a 
visualization of the user’s instrument’s similarity to previously flown instruments; and 3) 
includes new cost estimating relationships for in-situ instruments. 

Nomenclature 
C = instrument NICM definition of B/C/D cost (FY04$K) 
CER = cost estimating relationship 
M = instrument total mass (kilograms) 
P = instrument maximum (peak) power demand (Watts) 
R2 = coefficient of multiple correlation 
SE = standard error of regression 
PE = average prediction error of regression 

I. Introduction 
 
he NASA Instrument Cost Model (NICM) is a suite of tools which allow for probabilistic cost estimation of 
NASA’s space-flight instruments both at the system and subsystem level.  NICM is used by all NASA centers, 

and a contractor version of the tool is also available. NICM also includes the ability to perform cost by analogy as 
well as joint confidence level (JCL) analysis. The NICM task began in 2004 with the first version of the NICM tool 
suite released soon thereafter. This paper will focus on the three key new features in the latest version of NICM, 
Version IV, which was released in Spring 2014. These features include: 

1) The new NICM-E cost estimating relationship (CER), which is applicable for instruments flying on 
Explorer-like class missions. 

2) The new cluster analysis ability which, alongside the results of the parametric cost estimation for the user’s 
instrument, also provides a visualization of the user’s instrument’s similarity to previously flown 
instruments. 

3) The new cost estimating relationships for in-situ instruments 

II. NICM-E 
 

The NICM development team received feedback from NICM users that the NICM CERs were estimating costs 
much higher than grass roots estimates for many of their Explorer-like mission instrument proposals. Also, the 
NICM team found previously flown Explorer-like instruments to have lower actual costs compared to the actual 
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costs of other previously flown instruments used to develop the NICM CERs. Examining these differences identified 
a set of criteria that these Explorer-like instruments all met which contrast with the rest of the NICM instruments: 
they all 1) flew on Class C missions, 2) had a university or research foundation lead and perform the majority of the 
instrument development (design through delivery and integration) and 3) had significant inheritance from previously 
developed instruments. The NICM Team created a new Cost Estimating Relationship (CER), NICM-E, which is 
applicable to the class of instruments which satisfy the above three criteria.  
 

The first step in a data based cost modeling effort is to identify and collect the relevant data attributes. 
Qualitative, descriptive information on mission class, instrument inheritance and university involvement was 
collected from interviews of the instrument teams as well as in online and scientific journal references. Once 
sufficient data was collected each instrument was normalized by reviewing the data with recognized instrument 
experts. The next step was to develop a preliminary model estimate of parameter values in the instrument cost 
functional form, a scaling relationship based on technical variables. Principal Components Analysis (PCA) was used 
to identify the parameter values for the scaling exponents of each design variable and its resulting statistical 
significance. Upon testing for statistical significance, variables were eliminated and a standard bootstrap cross 
validation was used to calculate an average prediction error for estimating cost model predictive uncertainty. The 
resulting CER was then compared to the current NICM System Level CERs for each instrument to determine if this 
new CER is better suited for Explorer-like instrument cost estimates than the current NICM CER cost estimates.  

A. Data Collection and Normalization 
 

 The technical and programmatic data for 20 instruments meeting the three criteria on missions led by Goddard 
Space Flight Center (GSFC), the Jet Propulsion Laboratory (JPL), and the Applied Physics Laboratory (APL) were 
collected (Table 1). Note that 2 of these instruments did not fly on Explorer class missions, but did have the 3 
defining characteristics and thus were included. All 20 instruments flew on heliophysics or astrophysics missions in 
near-earth orbits. There were no planetary mission instruments identified which met all three defining 
characteristics, nor were there any microwave instruments identified. Three NICM instrument types are represented 
in the data set: 8 instruments are Optical, 4 are Fields, and 8 are Particles. The raw cost data was expressed as a 
profile over years which needed to be converted to a common fiscal year cost value, which for this cost data is FY 
2004, consistent with the NICM cost base year. Mission class was verified as Class C for all 20 instruments. 
Significant inheritance (i.e. previously flown subsystems/components, etc.) was verified by conversation with 
instrument developers, principal investigators, and technical experts. Similarly, university or research foundation led 
design and development was verified.  
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Table 1:  Lead Center, Instrument Type, Actual B/C/D Costs, Instrument Mass, Maximum Power and 
University Involvement Information by Instrument Name. 

B. Model Development 
 
The NICM System Level CERs provided the starting point for developing the NICM-E CER. The Optical, 

Particles, and Fields NICM CERs for B/C/D cost rely on inputs of total mass, maximum power, and design life to 
calculate the B/C/D Cost. Principal components analysis on the B/C/D cost and the three design variables was used 
to develop the new CER and its statistical properties. During the analysis it was determined that there was 
insufficient variability in the design life values as all but 4 of the 20 instruments had values of 24 or 25 months. 
There was thus no statistical justification for including design life due to this insufficient variability.  

 

C. The Model and Its Statistical Properties 
 
A principal components analysis determined the B/C/D cost to be a function of instrument total mass and 

maximum power demand as follows: 

  C ($K FY2004) = 661 M0.43 P0.34 
  R2 = 93%, SE = 29%, PE= 30% 
The coefficient of multiple correlation, R2, of 93% is high, i.e. the CER explains 93% of the original variation in 

cost. A standard error of 29% is the standard deviation of the residual fitting errors of the log-log model, i.e. the 
actual log(B/C/D Cost) minus the log of the model estimated cost. The NICM-E standard error is comparable to 
current NICM System Level cost standard errors. The prediction error, which estimates cost prediction uncertainty, 
takes into account the errors in estimated parameters as well as the standard error from residuals. The prediction 
error is estimated from 10,000 bootstrap cross validation samples as 30%. The calculated 70% confidence, one-sided 
prediction interval has an upper bound value only 16% greater than the CER calculated cost, i.e. the median (=50%) 
cost. 

D. Analysis 
 
As the statistical analysis indicates, the new CER explains 93% of the historical cost variation in Explorer-like 

mission instruments which satisfy the three criteria. Table 2 displays the model estimated results, the actual B/C/D 
Cost, and the model error for the NICM-E instrument data set. For the NICM-E instruments there was no significant 
cost model variation identified that depended on the instrument types of Optical, Fields or Particles. As displayed in 
Figure 1, a comparison between current NICM and NICM-E, points on the dashed line have actual cost equal to the 
estimated cost. Inspection of Figure 1 and Table 2 suggests that, when using the traditional NICM System Level 
CERs, all 20 instruments are estimated to have much higher costs than their actual costs. Traditional NICM assumes 
a new instrument development with low inheritance, minor university involvement, and mission classes A through 
C.  Therefore, this new NICM-E CER supplements the traditional NICM by estimating development costs for 
instruments which will 1) fly on C Class missions, 2) have a university or research foundation lead and perform the 
majority of the instrument development and 3) have significant inheritance from prior instruments. 
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Table 2:  Actual B/C/D Cost and NICM-E CER Estimate with Instrument Model Error. 

 
Figure 1:  A Cost Comparison of the NICM-E CER Estimates with the Current NICM System CERs for the 
NICM-E Instruments. 

 

E. NICM-E Conclusions 
 





 
American Institute of Aeronautics and Astronautics 

 
 

6 

 

IV. New In-Situ CERs 
 
The NICM in-situ CERs were introduced in 2010 as part of the release of NICM IV. In the subsequent years, the 

NICM team was able to collect enough new data to update the in-situ CERs as shown below. The overall 
performance and cost estimations were very similar to the original NICM in-situ CERs, a testament to the original 
work performed. 

 

Probe Mounted In-Situ Instrument Sensor Cost: 

 
39.058.0 **665CostSensor PowerMass=  

(R2 = 93%, PE = 30%, N = 9) 
Where: 
Sensor Cost = Instrument Sensor Cost in FY04$K 
Mass = Instrument total mass in kilograms. 
Power = Instrument total maximum power in watts.  
 

Body Mounted Instrument Sensor Cost: 

 
45.056.0 **563CostSensor PowerMass=  

(R2 = 72%, PE = 64%, N = 13) 
Where: 
Sensor Cost = Instrument Sensor Cost in FY04$K 
Mass = Instrument total mass in kilograms. 
Power = Instrument total maximum power in watts. 
 

Arm/Mast Mounted Instrument Sensor Cost: 

 
36.044.0 **933CostSensor PowerMass=  

(R2 = 67%, PE = 53%, N = 12) 
Where: 
Sensor Cost = Instrument Sensor Cost in FY04$K 
Mass = Instrument total mass in kilograms. 
Power = Instrument total maximum power in watts.  
 

Disclaimer 
 
The cost information contained in this document is of a budgetary and planning nature and is intended for 

informational purposes only. It does not constitute a commitment on the part of JPL and/or Caltech 

Appendices 
• Principal Components Analysis 

Principal Components Analysis (PCA) is a variant of linear regression analysis that overcomes a 
number of regression defects when used in a data-mining context. Linear regression analysis 
posits a model (e.g. linear, log-linear) of how cost varies with a given set of parameters such as 
mass and power:   

 iii PaMaaC ε+∗+∗+= 2110  
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where Ci is the cost, Mi is the mass and Pi is the power for instrument “i”, and εi is an error term, 
typically assumed to be normally distributed with constant variance. In this pedagogical example 
cost is displayed as a linear function of mass and power. Current cost models are generally 
scaling relationships between cost and instrument attributes – for these models, logarithms of 
continuous valued variables are used when building CERs. In these applications of PCA, the data 
set averages of the logged variables are subtracted and divided by the data set standard deviation 
before estimating and validating (this is sometimes called standardization or z-score).  

The cost equation (with z-score values) is traditionally solved by least squares when there is a 
data set {Ci, Mi, Pi, …} of attributes for the instruments of interest. The sum of the squared 
residuals to be minimized is:   

 ( )∑ ∗−∗−−=
i

iii PaMaaC 2
210

2χ   

defined over parameters {a0, a1 , a2}. That is, χ2 is to be minimized over all possible choices of 
a0, a1, a2.  

Linear least squares regression analysis does not generally make a good data mining tool. It over-
emphasizes data outliers when fitting models and produces poor model fits when residual errors 
are not from the same distribution (the case of heteroscedasticity). Instrument technical and 
programmatic variables like cost, mass and power are the outputs of a complicated instrument 
design and development process. As such the parameters are determined jointly, with no obvious 
causal model structure to guide a proper causal analysis. In addition, even if such a model 
existed, the necessary historical data to statistically support it is lacking. Principal components 
analysis avoids these problems by treating the model residuals of these parameters as equally 
important. Using the prior formulation, the model equations are re-written.  

332211 * cacacaC iiii ∗+∗+=   

332211 * mamamaM iiii ∗+∗+=   

332211 * papapaP iiii ∗+∗+=   

Here all the data is on the left hand side of the equation and the parameters to be determined on 
the right side. Additional parameters representing idealized values of the instrument attributes 
are added in addition to the usual scale parameters in the traditional models. Re-written in a more 
compact notation, the equations to be solved are:   

 ∑ +=
q

ikkqqiqik VDUX k and i allfor  ε   

where Xik is the parameter k z-score data value for instrument i and εik is the error term. The 
right-hand side is an expression of the matrix X in terms of the U, V and D matrices, called the 
singular value decomposition. Here U, V and D are matrices to be determined from the following 
least squares procedure. The sum of the squared residuals 

∑ ∑ 







−=

ik q
kqqiqik VDUX

2

2χ   



 
American Institute of Aeronautics and Astronautics 

 
 

8 

is minimized over the set of possible values for the matrices U, V and D:  {Uiq, Dq, Vkq | for all q, 
i & k} where U & V are column orthogonal. This yields a set of equations for the matrices U, V 
and D derived from the first order conditions for minimal χ2,  

( ) N)Min(K,1,...,  qfor   ==∑
k

kqikqiq VXDU  

( )∑ ==
i

iqikqkq UXDV N)Min(K,1,...,  qfor     

where K is the number of parameters and N the number of instruments. Due to the inherent noise 
in the data, the selection of a statistically significant number of principal components Q (q=1,…, 
Q < min(K, N)) is determined by two independent methods:  the scree chart and bootstrap cross-
validation. The scree chart is a plot of the number of included principal components Q by the 
total reduction in model variance provided by the principal components from 1 to Q. This plot is 
called a scree chart because it looks like a steep mountain with scree (debris) piled up at the 
bottom; there is a kink in the curve where the noise in the data takes over and the curve flattens 
for high Q. In determining the point of the kink in the chart PCA is applied to random model data 
of the same dimension as the original data (N by K). This provides a comparison set of points 
based just on noise. The “peak of the mountain” from the real data stands out in comparison to 
the noisy data “peak”. This comparison gets us in the vicinity of the right number of principal 
components; by variation in the selection of model parameters and the number of principal 
components, bootstrap cross-validation provides confirmation of the statistically significant 
parameters and appropriate group of instruments based on the predictive ability of the identified 
model. The results of the principal components analysis with the Cost Estimating Relationship 
(CER) it implies are linked up. A CER expresses the cost of an instrument as a function of the 
other parameters describing the instrument. The PCA identifies the primary relationship that 
determines the value of each significant identified parameter. To derive the CER the first order 
conditions that define the U matrix into the equation for the Cost attribute (indexed by c) is 
substituted.  

∑ ∑∑ +







=+=

Q

q

Q
iccq

k
kqik

Q

q

Q
iccqqiqic VVXVDUX εε   

The sums over q and k are now interchanged (Q is the number of principal components that are 
kept). Notice that the sum over k contains a term in c, which was moved to the left side of the 
equation. Dividing by the coefficient of cost from the left side the equation becomes 

( )

( ) ( )∑∑
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∑

−
+
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' ε  

 
where the prime on the sum over k is to denote that c is not included. The term in brackets is the 
usual regression coefficient from linear least squares in a regression of cost against the other 
variables.  
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• Bootstrap Cross Validation 
Bootstrap cross validation combines two simple techniques to validate regression models. 
Statistical model validation is the process whereby an additional random sample is drawn from 
the applicable population of objects (“out-of-sample”) and compared with the results of the 
model predictions which are based on the original training sample. A useful measure of 
performance is the error variance, the sum of the squared differences of the predicted minus the 
actual cost values from the additional sampled population.  
Cross-validation is a variation on the above out-of-sample validation, used when it is difficult 
and/or costly to create additional random samples. In standard cross-validation a portion of the 
entire dataset (typically half) is selected to estimate the model (called the training set). The 
remaining data is used to test the model (the test set). Multiple random selections of training data 
and testing data add robustness to the process.  
The bootstrap is a modern technique for calculating statistical properties of model distributions 
without assuming any particular form for the distributions. For example, in classical statistics the 
Gaussian distribution is assumed when calculating test statistics in regression analysis. The 
bootstrap technique samples from the empirical distribution of the data when calculating 
statistical properties like sample means, standard model errors, prediction errors, confidence 
intervals, etc. Simulation tests on real data sets have demonstrated the usefulness and superiority 
of the bootstrap compared to classical methods. A good way to think about the bootstrap is that 
the original sample data set is treated as if it were the entire population – multiple samples of the 
same size with replacement are then drawn and statistics are calculated to characterize the 
statistical properties of the model.  
Bootstrap cross-validation relaxes the usual cross-validation assumption of a fixed-training set 
size. N random samples (with replacement) of instruments from the original data set (of size N) 
are selected to be the training set. As some instruments will be duplicated, there will remain a set 
of instruments that have not been included in the training-data set; these are the testing set. In our 
application a PCA model is fitted to the training set data and the data is tested on the unselected 
instruments. This random-sampling process is repeated 10,000 times and the average cross 
validation error variance is calculated as an average over instruments of the average individual 
error variances when each instrument is used in a testing set 

 
( )
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−

=∑
∑

   

where M(i) is the set of models (out of the 10,000 model training/testing data splits) where i is in 
the testing set. ECim is the predicted cost of instrument i in model m. Ci is the actual cost of 
instrument i. Each time a training/testing data split is selected, the squared errors of each model 
prediction of cost versus the true cost for all instruments not used to estimate the model is 
accumulated. After all training/testing data splits are selected each instrument’s accumulated 
squared errors (i.e. variance) are divided by the number of times it was used in testing. Then all 
instruments are averaged to get the bootstrap cross-validation error variance. The “.632 cross-
validation error variance,” is the weighted average of the above error and the apparent error (i.e. 
the error of the model where all instruments are in the training set). This “.632 error” in 
simulation studies has been found to be the most accurate estimate of the true model prediction 
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error. When selecting the appropriate PCA model the number of principal components to include 
in the final model is varied and potential outliers in the original set of instruments are identified. 
Here the better models are those whose prediction errors are smaller than those of alternative 
models.  
 
• Cluster Analysis Dissimilarity Metric 

Cluster analysis requires a similarity metric to be defined between objects – the higher the 
number the more similar the instruments are. A dissimilarity measure (the higher the number the 
further apart) can also be used to the same effect.  

The dissimilarity metric selected is analogous to the Euclidean metric from linear algebra. The 
distance between two instruments is defined as  

2

log),( ∑





















=

A j

i

A
Ajid  

where i and j are instruments, Ai and Aj are the values of parameter A (e.g. mass, power, etc.) for 
instruments i and j and log( ) is the natural logarithm and where ΣΑ is the sum over all technical 
and programmatic variables (attributes). For example, an instrument i with a 5% higher cost than 
instrument j (and all other attributes equal) is closer to instrument j than is an instrument with a 
10% higher cost. For small deviations the effect is linear when using the log function. Between 
attributes, the Euclidean metric treats all dimensions equally, i.e. a 10% distance in one attribute 
dimension has the same impact on dissimilarity as a 10% distance in another. Weighting factors 
for each parameter can be applied, if desired. Trial runs indicate that the output classes are robust 
to reasonable variations in weighting factors on parameters.  

Once the distance matrix is defined for each pair of instruments, there are a number of different 
clustering objectives that can be used to group them. The method selected is called Complete 
Clustering. It defines the distance between two clusters as the maximum distance found from all 
possible pairs of elements, one selected from each cluster.  

 ( )),(Max),( yxdTSd =    

where x∈S and y∈T, and S and T are disjoint subsets of instruments.  
Complete Clustering results in compact clumps of well separated, bushy instruments clusters 
rather than long strings of instruments obtained by other methods, e.g. Single Link Clustering.  
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