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Abstract: We present a new algorithm in the Hall2De code to simulate the ion
hydrodynamics in the acceleration channel and near plume regions of Hall-effect thrusters.
This implementation constitutes an upgrade of the capabilities built in the Hall2De code. The
equations of mass conservation and momentum for unmagnetized ions are solved using a
conservative, finite-volume, cell-centered scheme on a magnetic-field-aligned grid. Major
computational savings are achieved by making use of an implicit predictor/multi-corrector
algorithm for time evolution. Inaccuracies in the prediction of the motion of low-energy ions
in the near plume in hydrodynamics approaches are addressed by implementing a multi-
fluid algorithm that tracks ions of different energies separately. A wide range of
comparisons with measurements are performed to validate the new ion algorithms. Several
numerical experiments with the location and value of the anomalous collision frequency are
also presented. Differences in the plasma properties in the near-plume between the single
fluid and multi-fluid approaches are discussed. We complete our validation by comparing
predicted erosion rates at the channel walls of the thruster with measurements. Erosion
rates predicted by the plasma properties obtained from simulations replicate accurately
measured rates of erosion within the uncertainty range of the sputtering models employed.

N umerical simulations of Hall-effect thrusters (HET) are of paramount importance for supporting experimental
studies, guiding design, and investigating the physical principles behind the operation of these devices. They
are also required in order to replicate in-space conditions that cannot be achieved in the vacuum chambers employed
in experiments and tests. While the first simplified theoretical models for capturing the behavior of plasmas in the
stationary plasma thrusters (SPT) developed in the Soviet Union date from the 1970s [1-3], advanced numerical
techniques were not available until the mid to late 1990s. These first techniques applied to simulate the Hall thruster
discharge made use of particle-in-cell (PIC) [4] algorithms for the simulation of ion and electron motion [5]. In the
PIC approach, a set of hyper-particles move in the computational domain according to Lorentz’s force. Averaged
quantities, such as densities and currents, are computed by accounting for the properties of the hyper-particles
present in each fixed cell of the domain at each time-step. PIC approaches are usually time-consuming since a large
number of hyper-particles are required to avoid excessive numerical noise. The hybrid approach attempts to reduce
numerical noise and computational costs by modeling electrons using hydrodynamics formulations with heavy
particles still using PIC. Equations of motion for electrons commonly neglect inertia terms, which results in the
momentum equation becoming the vector form of Ohm’s law. The most widely adopted of the hybrid algorithms is
HPHall [6] (posteriorly upgraded to HPHall(2) [7]) as it was the first two-dimensional code to reproduce breathing
mode oscillations in Hall thrusters. Simplified 0-D and 1-D models for explaining the presence of breathing mode
oscillations were developed at around the same time by Fife et al. [8] and Boeuf and Garrigues [9], respectively
(with Parra et al. [10] generalizing the work in [8] to 1-D later). In HPHall, an axisymmetric computational domain
is employed in the PIC simulation of ion motion. The high values of the Hall parameter Q. allow for decoupling the
motion of electrons in the directions parallel and perpendicular to magnetic field lines. Since resistivity across
magnetic field lines (B-lines) is much higher (by an order of Q,%) than along them, HPHall solves Ohm’s law in the
direction perpendicular to the magnetic field while electron temperature is considered isothermal and Boltzmann’s
law applied along B-lines.

In Hall2De, electron motion is modeled according to the vector form of Ohm’s law and ion motion is modeled
using fluid equations. Using hydrodynamics formulations for ion motion is not unique of Hall2De and was also
applied in [11]. The major advantage of this methodology is the elimination of numerical noise, which happens at
the expense of losing track of the individual motion of particles that can be captured in PIC approaches. The latter is
relevant in the construction of far-plume models as hydrodynamics formulations may lose track of ions moving in
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opposite direction to the main beam. Hall2De [12] solves the equations of motion for electrons without making any
assumption on the electron temperature and potential along B-lines. In order to reduce numerical diffusion due to
anisotropy of the transport coefficients along and across magnetic field lines, the computational domain is
discretized in a magnetic-field-aligned-mesh (MFAM) [13,14]. Results obtained with Hall2De revealed that the
quasi-1D assumptions made in HPHall are largely correct inside the channel. However, by including the cathode self
consistently, Hall2De also showed that these assumptions fail near the cathode [15]. The upgrades of Hall2De
reported in this manuscript are largely concerned with the ion motion and do not modify the algorithms that yield
electron temperature and plasma potential.

Classical collision theory predicts resistivity values across magnetic field lines that are much larger than those
required for capturing the plasma measurements reported in experiments. Since the cause of the enhanced
collisionality remains unknown, numerical and analytical studies have historically accounted for this phenomenon
by including an anomalous collision frequency term in the computation of transport coefficients that effectively
reduces the Hall parameter. In the original HPHall simulations [6], the anomalous term was taken proportional to the
magnitude of the magnetic field using Bohm’s scaling [16]. The implementation followed in Hall2De consists of the
cyclotron frequency multiplied by a profile that changes along the centerline of the acceleration channel and is
extended two-dimensionally along magnetic field lines [15]. This profile has been modified as new experimental
measurements have become available. The aim of this approach is to accurately capture the plasma properties
reported in experiments and then try to gain physical insight on the mechanism driving the reduced resistivity by
identifying the amount of anomalous collision frequency required in the Hall thruster and its near plume. As it is
shown in our companion paper [17], we have found that large changes in the anomalous collision frequency in some
regions of the thruster produce only small changes in the plasma density. This can then lead to ambiguous
conclusions about the significance of the physics that drive the anomalous collision frequency.

In this paper, we report improvements in the two-dimensional ion motion algorithm in Hall2De. Section I
describes the multi-fluid approach followed to distinguish between high energy and low energy ions and the
complete computational implementation. We also discuss the implicit algorithm employed for evolving the solution
in time, which results in a reduction in the computational cost by a factor of approximately 4. Section II presents a
wide range of comparisons with experimental measurements to validate the code advancements. The effect of the
anomalous collision frequency, background pressure, and multi-fluid algorithm employed is discussed in detail. To
conclude, we show comparisons with erosion rate measurements at the channel walls.
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Fig. 1: Hall2De computational domain of the H6 lab thruster [18,19] showing naming conventions for the
different thruster elements and plasma regions.
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I. Computational method

A. Fluid equations of motion in the presence of multiple ion populations

Three regions are typically distinguished in a Hall Effect Thruster (Fig.1). Inside the channel, neutral atoms are
ionized by means of collisions with electrons trapped by a magnetic field. This constitutes the ionization region. In
the acceleration region, the ions are accelerated through a voltage differential to average speeds of up to 20 km/s.
Depending on the geometrical configuration of the thruster and the plasma properties, there may be some overlap
between these two regions, with considerable ionization taking place in the acceleration zone, which reduces the
theoretical thrust that can be predicted attending to the applied voltage and the mass flow rate. The third zone is
commonly called the near plume. The flow of heavy charged particles in this region consists of the main beam of
accelerated ions and a secondary population of slower ions that originate at the cathode. Slow-moving ions, which
originate from neutral ionization and charge-exchange processes, are also present. As the electron temperature is
relatively low, the rate of ionization in the near plume decreases and becomes comparable to the charge-exchange
rate. Since electric fields are weak in the near plume, these particles move much more slowly than those in the main
beam.

One of the principal drawbacks of employing fluid formulations versus PIC for simulating the flow of ions in a
Hall thruster is the averaging of velocities that takes place because the flow is modeled as a continuum. In the near
plume, the transit time of the beam ions is lower than the time required to equilibrate the populations of low-energy
ions (generated by ionization or charge exchange in the near plume region) and high-energy ions (generated in the
acceleration channel). If a single-fluid formulation is used, slow ions in the near plume are convected with the mean
velocity, which is dominated by the momentum of the fast ions, and results in low concentration of particles in
regions that fall outside of the mean beam expansion, for instance, the poles of the thruster. Underestimation of
erosion measurements at the poles may therefore occur due to the low plasma density predicted with this approach.
The computed plasma potential near the poles can also be incorrect if slow ions are not accounted for properly. It is
then not surprising that particle formulations, such as PIC algorithms [4] have been favored over continuum methods
owing to the low collisionality of ions for the plasma conditions commonly found in Hall thrusters, even when
estimates of the mean free path of ion-ion collisions computed in [12,20] postulate that a fluid approach is
appropriate for modeling the ion motion in Hall effect thrusters. Particle methods are able to track the momentum of
fast and slow particles independently in a way such that an average velocity is only reconstructed from averaging
over the ion distribution, and is not used for convecting particles. However, these methods are prone to numerical
noise whenever an insufficient number of particles is employed in the simulation, making the identification of
physical oscillations challenging.

The novel approach presented here makes use of a multi-fluid algorithm to overcome the difficulties that single-
fluid simulations encounter in the near plume, while eliminating statistical noise. This algorithm makes use of most
of the existing features Hall2De, including a computational grid that consists of edges parallel and perpendicular to
the magnetic induction field. The choice of this grid is advantageous for the computation of electron temperature
and plasma potential as anisotropy of transport coefficients along and across field lines can be easily captured. As
the Hall parameter for ions is small (i.e., ions are unmagnetized), this choice of grid does not offer any particular
advantage for the computation of the ion motion. The algorithm below can be applied in principle to any grid.
Hall2De employs a fractional-step algorithm in which equations of motion are solved consecutively in the following
order: ion motion, electron temperature, plasma potential, electron current, and neutrals. In the following
paragraphs, we focus on the description of the ion motion and assume that all variables not related with the ion state
are known from the solution of the other equations.

In a given computational domain whose boundaries are the walls of the Hall thruster, we consider that the ion
state (i.e., density and momentum) at a given time ¢ and location x is obtained from the sum of the contributions of
different ion species, hereinafter referred as “fluids”. Ion particles pertaining to each fluid are allowed to have three
different charge states (i.e., singly, doubly, and triply charged ions). Contrarily to other multi-fluid [21], multi-
material [22], and multi-phase [23] approaches in which two species cannot coexist in any location (i.e., no-mixing
condition), all the species can be present at any location in the computational domain of Hall2De. Determination of
the fluid to which a given ion belongs is made upon examining the plasma potential at the location where the ion
was generated by ionization or charge exchange. In the convention adopted in the code, fluids are numbered starting
from the most energetic (in the sense that ions of this fluid are generated at a location where the potential was high
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and therefore their kinetic energy increases substantially in the acceleration zone) to least energetic. “Threshold”
potentials, ¢, ; to distinguish between fluids are not fixed and can be specified in the following manner

Dy = {¢zh,0 =0, th,l?""¢th,nF717¢th,nF = —oo}, (D

with nF being the number of different fluids employed in the simulation. Thus, ionization and charge-exchange are
turned on and off in the equations that model the motion of ions according to the local value of the plasma potential
and how it compares to the specified threshold values. In a continuum formulation, the equations of motion that
control the density and momentum of ions can be written in conservative form as follows

On,c - )
—+ V- (niC,iFuiC,iF ) =Nicir> (2a)
or
0 GichicirE kT,
_ \ I
5 (nu)iC,iF +V- (nuu)iC,iF == - m_v(nic,iF ) + Relastic,iC,iF + Rinelastic,iC,iF » (2b)
I I

where 7 is the number density, u the velocity, ¢ the charge, m, the atomic mass of the ion species, k is Boltzmann’s
constant, 72 is the rate of gain or loss of ions through ionization and charge exchange, and R is the drag vector,
which can be split in elastic and inelastic contributions. The indexes iC and iF" denote the charge state and the fluid
number in multi-fluid simulations, respectively. Ions are isothermal, with 7; being a constant value equal to the
temperature of the thruster walls. Vector terms are evaluated in a z-r frame of reference as shown in Fig. 1 (left).
The ionization rate reads

’;l[C,iF = b[F (¢ifliz,0~>[c,iF + ZflC‘EX,[C,jFJ - (1 - biF (¢))r.lCEX,iC,iF + Z ’;l[z,jCAN'C,iF - Z ’:l[z,[C%jC,iF > (3)

JF%iF jC<iC JjC>iC

The function b is dependent on the potential ¢ and takes the values

3 1, if ¢,h’l~p,1 <P(x)< ¢th,iF
b (9(3)) = {0, otherwise

4)

Note that ions can be lost from a fluid through charge exchange anywhere, except whenp, . (#(x)) =1 . Only
binary charge exchange collisions are considered. For instance, a collision between a doubly charged ion and a
neutral can only result in a complete exchange of charge. The case in which both particles become singly charged is
not considered. Ionization rates are computed using the expression

Ry icosicir =M i7C.0 cic (5)
where n, is the electron density, ¢, the mean thermal velocity of electrons, and Cicic is the effective cross-section of

collisions (note that jC=0 corresponds to collisions with neutral atoms), computed using data from Rejoub et al.
[24], Bell et al. [25], and Borovik [26]. Charge exchange rates follow

Negx icir = Walic irYic ik nO cEx ic iF » (6)
where n, is the neutral density, u;c,r, is the relative drift velocity between neutrals and ions of species iC,iF, and

Oy i 18 the effective collision cross section [27]. The inelastic drag term corresponds to the momentum added

and subtracted due to ionization and charge exchange collisions and can be written as

R, usiicicir =D (¢{niz,0—>ic,m + anEX,iC, i (W~ Aepx icipWic,ip T eee
JF=LF

(7)
+ Zfliz,jCﬁiC,iFu JCF T z’;liz,iCajC,iFuiC,iF‘
JjC<iC JjC>iC
Finally, the elastic drag term in the momentum equation models changes in the velocity of ions due to Coulomb
collisions:

R sicicir = niC,iFViC,iF;e(ue Wi ir )_ Z Bic irVic ir:jc.iF (ujC,iF —Ucir )+
jC=iC

+ Z an’C,iFViC,iF;jC,jF (ujC,jF - uiC,iF)'

JF#iF jC=1,nC

(®)
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Though no major changes have been made to the remaining Hall2De conservation laws [12], we present them
here for completeness. The plasma density can be computed directly once the density of all ion species is known

following a quasi-neutrality assumption:
n,= Z ZiCn[C’[F. (€))

iF=1,nFiC=1,nC
Subsequently, the following energy equation is solved to determine the electron temperature, 7, (expressed in eV):
3 oT, . 5... 3 . 10
2 C—E-j,+V| 2T +0 |-21V.j, -, +0, (10)
S =E-j, (2 e er STV i Z 0

where ¢, is the absolute value of the electron charge in Coulombs, j. is the electron current density, O, is the heat
flux by particle diffusion, and @, and Q,” account for ionization and volumetric heat exchange between electrons
and heavy species due to deviations from thermal equilibrium. The electron current density is determined using
Ohm’s law

V. <
Pe +17,:)i» (11

E=77j€+’7g2€jexl3_

with B an unitary vector in the direction of the magnetic field B, O, = B|/ (”e‘] 77) the Hall parameter for electrons, #
the resistivity, p. the electron pressure, j. the averaged ion current density, and n,, the effective ion resistivity. The

resistivity is defined as

77 — me(vei +‘;en +Vanom) , (12)

q.n,

where vV, and v, are the averaged electron-ion and electron-neutral collision frequencies. V_, . is an anomalous

collision frequency, added to account for the non-classical transport that has been found to persist in these devices.
The current conservation equation,

V'ng"' Z zjiC,iFJ:O’ (13)

iF=1,nFiC=1,nC

yields the plasma potential when the electron current is substituted using Ohm’s law (11).

Finally, neutral atoms do not undergo many collisions due to their long mean free path and are considered to
follow straight paths from the surfaces from which they emanate (i.e., anode inflow, channel walls) towards the
outflow boundaries of the computational domain. In a way similar to that used in radiation problems, view factors of
each of the boundary surfaces with respect to others are computed. The neutrals proceeding from each type of
boundary (i.e., anode, channel walls, thruster faces, etc.) are treated as different species and straight-line paths
computed. The total neutral density and velocity is reconstructed when the contributions of the multiple “species”
are added [28].

B. Computational treatment of the equations of motion for ions

A finite-volume approach is employed in the discretization of the equations of motion (2). The integral form of
the equations allows us to make use of Gauss’ theorem to transform the divergence terms into surface integrals

I[anéi’iF ~Thcir jdV - —IV ’ (niC,iFuiC,iF )dV == J‘nic,,-Fll,-C,,»F -nds, (14a)
g v ov
0 i 7 E kT
J‘(a (nu)iC,iF - q Ced - Relustir;,iC,iF + Rinelustic,iC,iF}V =- _Iv(niC,iF )+ V . (nuu)iC,iFdV =
V " v i (14b)

kT N A
p— 1
= _J- Ric M+ (nu)iC,iFuiC,iF -ndS.
ar M

where dV and dS are infinitesimal elements of volume and area, respectively, and V is a test volume delimited by the

surface OV with normal n .
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1. Spatial discretization
Volume integrals are discretized in space using cell-averaged values. For each cell i in the computational domain
and in semi-discrete form:

| rx0dv=fwow. (15)

"
Most of the terms present in the volume integrals of Eq. (14) can be directly evaluated as averaged values at the cell
centroids. For instance, density and momentum are evaluated in the equations as averaged cell-centered values, from
which the ion velocities can be obtained. Other variables needed to compute collision frequencies and cross-
sections, such as the electron temperature, are stored at the cell centers as well. The electric field and electron
velocity terms demand a more careful treatment. For the electric field, we employ Gauss’ theorem to obtain an
averaged value in each cell

.=—jEdV_—— jww/_—— [ s ~—— Z¢n (16)

z AV i BAV z T Megge
where 7,4, is the number of edges surrounding a cell (in our grid aligned with the magnetic field lines this number is
always 4) and the plasma potential is evaluated at the edges. In order to obtain the plasma potential at the edges,
values must be first linearly interpolated from the average potential stored at each cell. Electron currents are
computed using Ohm’s law (11) and stored at the edges of the computational domain in a way such that currents
parallel to the magnetic field are stored in edges perpendicular to the magnetic field and viceversa. Interpolation for
obtaining cell-centered currents considers this fact to obtain parallel and perpendicular currents at the cell center that
are then rotated to the z-r frame of reference.

Surface integrals are discretized as

[rxni+gxn-ids= 3 (£(),h,+g@), i, AS, . (17)
oV J=Lngge

where the index j denotes quantities evaluated at the edges. Given the hyperbolic nature of the convection terms,
values at the edges cannot be linearly interpolated from cell-centered quantities, as that would render the scheme
unstable. There exist multiple algorithms for estimating the inter-cell fluxes that vary in level of complexity. The
method implemented here that replaces the original vertex-centered, upwind-bases approach in Hall2De [12] is a
variant of the Harten-Lax-van Leer (HLL) scheme [29]. This method proposes two different expressions for
evaluating the mass and momentum flux across cells attending to the sign of the characteristic speeds c¢
(eigenvalues) of the system of equations (2):

{CL =y — ’E’CR =y+ ki} (18)
m; m,;

In our implementation, the ion speed of sound @, =+/kT, /m, is constant and u is the normal velocity across the

edge u= u, Q1. If u is in absolute value greater than a;, the flow is supersonic and the intercell fluxes, F only

depend on the state of the upwind cell:
F, . AS, =(na), -A AS, =n,u, A AS,

upw* j
(19)
F i AS; —[nuu A+ a, ]AS - AS, +a,nup h AS,,

upw J
where for any variable f, the upw subscrlpt denotes the Value of fin the upwind cell. If we label with L and R the left
and right cells adjacent to an edge ; in the sense that the normal vector points from the L cell to the R cell, then

%fL1fu><n>O

- (20)
fun = %lefll <0

In the case of |u| < ay, the flow is subsonic and the flux is constructed using a weighted combination of the states of
the two cells adjacent to the edge, as follows:
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~\M, +n n, —n
Eq,HLL,jASj:[(uj-n/) L2 R +a, L2 R}ASJ.,
(21
n + - n
AS; :{(“j 'n;f)nuL e 2mIR +a,E,,HLL,_].nJ}ASj.

F

nu,HLL, j

2 1

2. Time discretization

One major limitation of the previous ion algorithm in Hall2De was its explicit time discretization. Explicit
algorithms are limited by stability constraints imposed by the Courant condition [30]. A semi-implicit
predictor/multi-corrector [31] strategy is adopted here for discretizing the time evolution and reducing the
limitations of the Courant condition. Because the equations are non-linear, Newton-Raphson iterations would be
needed for constructing a fully implicit scheme, which is time-consuming. In the approach presented here, the non-
linear terms are evaluated using the last guess of the multi-corrector, which reduces the problem to the solution of a
linear system of equations at each iteration. Our numerical tests have shown that three iterations are typically
enough for achieving convergence and being able to significantly relax the Courant condition. The fully discretized
form of the equations of motion reads

t+AL,(i) !
n. —n; - 1+ AL (i-1) 1+AL,(i),(i-1) 1+A1,(0),(i-1)
- AV = _ZEI,HLL,IJ' I AS/ _ZFn,h PUAS,, (222)
At Jj#b Jj=b
1+A2,(i) ‘
nua,; —nu,; RUFALGD | preAnG=D | A g FOrALGDA G FIrAOG-DAG (22b)
Al — eastic,i ~ “Yinelastic,i i _Z nu,HLL,j j Z nu,b b>
Jj#b j=b

where we have omitted the subscripts iC,iF' for simplicity, and the subscript » denotes evaluation at a boundary
edge. This formulation preserves mass and linear momentum in the absence of source terms as the discretization of
the surface integrals represent transfers of mass and momentum from cell to cell that add up to zero. We also assume
that the normal to each edge points outwards from the cell i. Fluxes across boundary edges are specified in the next
paragraph. The parenthesis superscripts (i) and (i-1) refer to the i-th and (i-7)-th iteration, respectively, of the
predictor/multi-corrector algorithm. This method requires an initial estimate for density and momentum, which are

given by the values at the previous time-step #.
t+11t,(0 t
nt O =nu; . (23)
At each iteration of the method, the ion generation and drag values at each cell are computed using the values of
density and momentum from the previous pass. The intercell fluxes are also discretized in time in a way such that
non-linear terms depend on the variables computed at the previous pass of the predictor/multi-corrector. If the flow
is supersonic,

t+12,(0)

i

t
=n;, nu

FOEACGLG-D AL AT

n,HLL,j nupw u_[ n/’ (24)
t+AL, (D), (i-1) _ (+AL(D) _trALL(i-1) A 2 t+AL (i) A
nu,HLL, j - ( )upw j ' n/‘ + a nupw n/"
In the subsonic case,
t+At,(i) t+At,(i) 1+AL,(i) t+At,(i)
Fz+At,(i),(i—1) _ ( 1+ALG-T) A V’ZL + ny n; — Ny
n,HLL, j - uj nj ] 2 al 2
Ar,(i) (i) Ar,(i) Ar(i) 25)
t+A(i t+A(i t+A(i t+A(i
Ft+At,(i),(i—l) _ (uH—At,(i_]) . ﬁ VZUL + nu, n nu; —nu, . F'+At’(i_1)’(i_l)ﬁ
mLj [\ /) ) 1 ) A1 HiL, il

Substitution of these expressions and the boundary fluxes discussed below in Eq. (22) yields a numerical scheme
t+8,(7)
i

systems of equations at each pass of the predictor/multi-corrector algorithm.

that enables the computation of 7 and the two components of nuf.;t’(i) by solving three independent linear

3. Boundary conditions
Boundary conditions are specified in the form of edge fluxes for the density and momentum equations. We
distinguish three types of boundary conditions in the computational domain: cathode, sheath, and outflow.
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Cathode boundary conditions typically correspond to one or two edges in the computational domain. A flux of
ions is prescribed into the computational domain as a fraction of the mass flow rate of neutrals. We assume that the
flux of ions consists entirely of singly charged ions and it is assigned to the least energetic fluid. For other ion
species, the fluxes at this boundary are zero.

FH'Af,(i)’(i_l) - _ Migns
n,b,iC=1,iF=nF — A s
ml cathode
, . (26)
Frea@ G-y _f Migns | LU
nu,b,iC=1,iF=nF ~— A cathode O H
ml cathode cathode

where A4 1S the total exit area of the cathode and I’i’li ons 18 the mass flow rate of ions.

Since the sheath cannot be resolved in Hall2De, an approximate sheath physics model is employed at wall
boundaries. In an ion-attracting sheath, the edge velocity from the computational domain to the boundary is
computed using Bohm’s criterion [31] whilst in an ion repelling-sheath the edge velocity is set to zero not allowing
any ion particle to escape the computational domain.

t

KT,

et A 27)
1
0, otherwise

u i, 0.607

sheath —

The subindex b,i denotes values evaluated at the cell adjacent to the boundary edge b. The sheath velocity is
multiplied by the density and momentum of the adjacent cell to obtain the mass and momentum lost to the walls due

407D in the absence of a sheath being larger than the sheath

velocity, the natural outflow prevails over the sheath effect:
(+ALG,G-1) _ i+ AL (D) N rALG-D) A
E, =My max(usheath ‘n,.u,; .nb)‘

to the sheath. In the case of the natural outflow u

(28)
CHALGG=1) o+ AL(D) A pAnG-]) A
Foub =nu,; max(usheath ‘n,u,; ‘nb)

Finally, outflow boundary conditions are applied at the edges of the computational domain where no walls exist. The
conditions of the adjacent cell are extrapolated to the edge to allow particles to exit the computational domain. If the
velocity at the adjacent cell points away from the boundary, no flux is allowed into the domain.

(I’lll 7+At,(i—1) (l’lll 7+ A, (i—1)
o t+At,(i) b,i 6 . b,i A
Firan@i=h n, ; Aoy Dy, if Ao I, >0

n,b b.i }’lh . >

i N
0, otherwise
(29)
t+At,(i—1) ( r+At,(i—1)
S \nua), . . nu), .
t+At,(1)( b,i ~ 2 t+At(i-)A . b,i ~

Frrasina-n _ )| W, Aoy M, A, n, |, if Aoy W, > 0

ma.b bi ny, ;

0, otherwise

C. Computational performance

Hall2De is intended to be run in workstation-class computers with typical computational domains comprising
around a thousand cells. A major disadvantage of using a grid aligned to the magnetic field is that irregularly sized
cells close to the walls are almost impossible to avoid. This difficulty is more relevant in magnetically shielded
thrusters whose magnetic field lines graze the channel walls. Time-steps of the order of 5x10” s and 5x10™" s were
common in the previous version of the ion algorithm in Hall2De for unshielded and magnetically shielded thrusters,
respectively. The implicit discretization in time of the equations of motion for ions now allows for stable solutions
using time-steps of 3x10™ s and 5x10™ s in unshielded and shielded configurations, respectively. Since the new ion
algorithm employs a predictor/multi-corrector iterative algorithm, new simulations with Hall2De actually run 3 to 4
times faster than previous simulations.
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II. Validation and tests

The H6 (Fig. 2) is a 6kW-class thruster developed in a joint effort of the University of Michigan, the Air Force
Research Laboratory (AFRL) and the Jet Propulsion Laboratory (JPL) [18,19]. It features a centerline-mounted
cathode and is designed for nominal operation at 300V, discharge current of 20A, and 20 mg/s flow rate. Under
these conditions, 400mN of thrust and a specific impulse of approximately 1950s have been measured. Plasma
properties and erosion rates in this thruster have been
extensively measured. We make use of this data here to
validate the Hall2De algorithm advancements described in
Section I.

A. Cut-off in anomalous collision frequency

Previous work by Mikellides et al. [15] showed an
anomalous collision frequency map that allowed simulations
to reproduce experimental measurements. This map was
constructed by extension along magnetic-field lines
(sometimes referred as B-lines) of a collision frequency
profile defined along the centerline of the acceleration
channel (Fig.3 (left)), and has evolved as new experimental
results have become available. We note that the anomalous
collision frequency required outside the channel is several
orders of magnitude higher than that predicted by classical
mechanisms and comparable to the electron cyclotron
frequency, resulting in a Hall parameter close to unity. We argue here that due to the high plasma density established
in the cathode plume, classical collisions of electrons with ions and neutrals occur often enough to damp out any
wave motion that can lead to anomalous transport across field lines. To test this hypothesis, we set to zero the
anomalous collision frequency below a magnetic field line along the cathode plume as shown in Fig. 3 (right). We
find that this cut-off is necessary to reproduce the steep drop of the plasma potential near the thruster centerline (Fig.
4 (left)) that has been observed in radial measurements. The radial distributions of the plasma potential at z/Z=1.19
for simulations run with a background pressure of 1.6x10 Torr. and in perfect vacuum conditions (both simulations
using 2 fluids for modeling the ion flow and the same anomalous collision frequency profile) show that this feature
becomes more acute in the vacuum case.

The different behavior of the plasma potential close to thruster axis between the two simulations is consistent
with the value of the perpendicular resistivity across the cut-off B-lines. It can be shown from Eq. (11) that the
resistivity perpendicular to the magnetic lines is proportional to the square of the Hall parameter, which indicates

Fig. 2: H6 laboratory thruster in operation
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Fig. 3: Left: Typical anomalous collision frequency profile along channel centerline compared with classical
collision frequencies (en: electron-neutral, ei: electron-ion), and Hall parameter. Right: 2-D contour plot of
anomalous collision frequency showing cut-off region surrounding cathode (blue). Grid is aligned with magnetic
field lines.
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that resistance to cross magnetic field lines decreases with the square of the plasma density when assuming that
electron collisions with ions dominate over collisions with neutrals. In the absence of anomalous terms and when
Q.>>1, we can write approximately
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Fig. 4: Left: radial profile of plasma potential at z/L=1. Comparison between simulation results in vacuum and
with background pressure of 1.6x107° Torr., and experimental measurements. Right: evolution in time of
discharge current and thrust. Vacuum case exhibits oscillations of amplitude ~10% of nominal value and
frequency 16kHz. Much smaller oscillations predicted in the case with background pressure.

As shown in Fig. 5, the plasma density expected in vacuum conditions decreases as a result of lower ionization
rates. This leads to lower collision frequencies and higher values of the Hall parameter and resistivity perpendicular
to the magnetic field. The amount of electron current that needs to cross the magnetic field lines stays relatively
constant at approximately %4 of the discharge current (the remainder being used in neutralizing the beam). Thus, the
required electric field perpendicular to B-lines increases and the plasma potential exhibits the abrupt jump shown in
Fig. 4(left). It is also important to note that most of the current crosses the B-line at the region of higher density
(z/L>5), which corresponds to the location at which the main beam intersects the magnetic-field line. This was also
shown in previous simulations with Hall2De [20]. Current across B-lines is also allowed close to inner pole due to
the high plasma density and electron-neutral collision frequency. However, the manner the later happens in the two
simulations is substantially different. As shown in Fig. 4 (right), the behavior of the discharge current, 7, and thrust,
T in the case with background pressure is approximately steady in time while it is highly oscillatory in vacuum. In
the first case, the values of resistivity and electric field remain approximately constant in time. The oscillations in
the vacuum case appear to be closely related to cathode ions not being able to move across the potential wall. In this
configuration, the resistivity close to the inner-pole is high and most current crosses the cut-off B-line at the
intersection with the beam. Fig. 6 (left) depicts contour plots for plasma potential and density in this situation.
Plasma density builds up at the cathode exit and, as this occurs, the pressure building at the thruster axis tries to be
released by sending ions against the electric field. At some point, the ions are allowed to expand radially and the
density at the cut-off B-line increases, reducing the resistivity across it. As shown in Fig.6 (right), the perpendicular
electric field decreases and more current is allowed into the acceleration channel, crossing the cut-off B-line near the
inner pole region. This situation corresponds to peaks in the discharge current. Subsequently, ions start to
accumulate again close to the axis, restarting the cycle. The amplitude and period of the oscillations are intimately
related to the jump in plasma potential as the time required to build up the plasma density required to overcome the
potential wall depends on the magnitude of the electric field. The amplitude of the discharge current oscillations is
proportional to the gradient of the plasma density at the cathode exit per Eq. (11). In the vacuum case, amplitude
oscillations are approximately 10% of the nominal value with a frequency of 16 kHz. In vacuum chamber
conditions, amplitude of oscillations is less than 1% of the nominal value at 60 kHz. The period of oscillations in the
vacuum case is remarkably close to the breathing mode and further investigation is required since these results
indicate that oscillations are mainly driven by the plasma potential near the cathode, which contrasts with the
predator-prey mechanism between ions and neutrals postulated in [9-11].
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Fig. 5: Top left: Electron-ion (ei), electron-neutral (en) collision frequency and plasma density at the last B-line
with zero anomalous collision frequency for simulations in vacuum and with background pressure of 1.6x10”
Torr. Top right: Perpendicular resistivity and Hall parameter for the same simulations. The Hall parameter is
considerably lower in the case with background pressure, reducing the perpendicular resistivity. Bottom:
electron current density and electric field across the B-line with zero anomalous collision frequency. The current
density is similar in both cases but it requires a higher electric field in the vacuum case due to increased
resistivity. All results are time-averaged.

Since there exists better agreement of the experimental results (measured in finite background pressure
conditions of 1.6x107 Torr.) with the vacuum simulation, both along the radial profile shown in Fig. 4 (left) and in
the frequency of oscillations, one can argue that background pressure should not have an effect as significant as the
one shown in simulation results. In the example shown above, the neutral density was considered isotropic along the
boundaries of the computational domain. However, studies of the depletion of neutral gas as atoms move from the
chamber walls to the thruster indicate that the neutral density at the ZMAX boundary (please refer to Fig. 1) is over-
predicted as atoms reflected from the chamber walls collide with the main beam ions moving in the opposite
direction. To show the effect that anisotropy of neutral density in the near plume can have, we set the neutral density
at the right boundary to zero while leaving the other boundaries unchanged. With this action, there exists a lower
flow of neutrals into the computational domain and ionization decreases. Fig. 7 shows that under these conditions,
the radial profile for the potential approaches the experimental results and slightly larger oscillations are present in
thrust and discharge current.

The main conclusion of this analysis is that the anomalous collision frequency in the cathode region (at least
when the thruster has the cathode mounted at the axis) must decrease from its value in the near plume. Otherwise,
the abrupt jump in plasma potential predicted by experiments cannot be captured in numerical simulations. In
addition, the jump in the plasma potential is highly dependent on local plasma parameters, specifically the plasma
density, as the resistivity across B-lines depends approximately on 1/,”. Small uncertainties in the way the collision
frequencies are computed can have a large impact on the plasma potential in this region. Finally, oscillations in the
performance variables (discharge current and thrust) are also proportional to the potential drop.
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Fig. 6: Contour plots in the vacuum case. Top: Plasma potential (with color cut-off above 50V) Bottom. plasma
density. Left column: Plasma properties when density accumulates close to the thruster axis. Notice the plasma
potential wall that precludes the plasma to move radially after exiting the cathode and the low density in the
inner pole region. Right column: Plasma properties after release. Density close to the axis has grown to very
high values at ions start to overcome the potential wall. Resistivity decreases across cut-off B-line and the

plasma potential decreases. Some electron current is allowed to cross to the inner pole region and discharge
current increases.
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Fig. 7: Left: Comparison of radial profiles for plasma potential at z/L=1.19. The profile when the neutral gas
density is set to zero at the right (ZMAX) boundary falls in between the vacuum and the isotropic background

pressure cases. Right: Slightly larger oscillations in discharge current and thrust are predicted when neutral gas
is removed from the ZMAX boundary.
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nominal discharge current of 20A.

B. Sensitivity of the computed plasma properties to the axial location of the anomalous collision frequency

The anomalous collision frequency profile depicted in Fig. 3 (left) is the result of careful examination of the
effect that the anomalous collision frequency in each of the regions of the Hall thruster has in plasma parameters and
performance [15,33,34]. For simplicity, we assume in this subsection a fixed shape of the profile and test the effect
of shifting it from a downstream (“position 1”) to an upstream position (“position 4”). The profile is also modified
by multiplying it by a variable factor in order to obtain the nominal discharge current of 20 A without modifying the
anode mass flow rate of neutral atoms into the thruster (Fig. 8). The four cases shown in this study were run with
two fluids and background pressure of 1.6x107 Torr. Similarly to the case with background pressure shown in the
previous subsection, these cases will not match the radial profile of the plasma potential at z/L =1.19. For this
reason, we also include a case run in vacuum conditions for the anomalous collision frequency profile that matches
more closely the experimental measurements in the radial direction.

Fig. 9 shows the plasma potential and electron temperature at the channel centerline produced by the four
anomalous collision profiles presented in Fig. 8. Simulation results are compared to experimental measurements
extracted from centerline and wall probes. Recent experimental investigations have clearly shown that centerline
probes disturb the plasma inside the acceleration channel (roughly upstream from the point at which the magnitude
of the applied of magnetic field peaks) so results from these probe measurements are only depicted downstream of
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Fig. 9: Comparison of simulation results and measurements along the channel centerline of the H6 thruster for 4
different positions of the anomalous collision frequency profile. Left: electron temperature. Right: plasma
potential. The experimental measurements are extracted from centerline and wall probes.
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Fig. 10: Plasma parameters at z/L=1.19 for 4 different positions of the anomalous collision frequency profile.
Left: ion current density. Right: Plasma potential. lon current density does not change significantly between
different cases since it is mainly driven by mass conservation. Plasma potential for position 2, 3 and 4 is very
similar as z/L=1.19 is located far downstream from acceleration region. For position 1, z/L=1.19 is the
downstream end of the acceleration region.

z/L=1. Wall probe data [35] has been extrapolated to the channel centerline assuming isothermality along magnetic
field lines [36]. The best agreement with respect to experimental values is obtained when the profiles in position 2
and 3 are used. Profiles 1 and 4 are far downstream and upstream, respectively, of the desired location. Profile 3
matches the predicted peak in electron temperature more closely than profile 2 but it also decays from the peak
temperature slightly upstream. With respect to the plasma potential, the second profile offers the best agreement. No
major differences are found inside the acceleration channel in the vacuum case, which indicates that, as expected,
background pressure effects are only relevant in the near plume region. As was shown in the previous subsection,
the latter case predicts a higher value of the plasma potential downstream of the acceleration region.

As depicted in Fig. 10, the radial profiles of the plasma potential at z/L=1.19 are very similar for positions 2, 3
and 4. This is due to the acceleration region being positioned far upstream from this location. In the case of position
1, z/LL=1.19 corresponds to the end of the acceleration region and, in consequence, the predicted potential is much
higher. We also observe that the jump in plasma potential close to the cathode is steeper when the position 1 profile
is used but this is likely to be driven by the higher value of the potential at the centerline. Ion current density is very
similar in the four cases as it is dictated by mass conservation.

Table I summarizes performance parameters obtained with the four anomalous collision frequency profiles.
Thrust is under-predicted in all cases by roughly 14% with position 2 giving the highest value at approximately
346mN. Since the differences in thrust between simulations are minor, changes in the position of the anomalous
collision profile do not affect thrust significantly. Causes for the low values of thrust in simulations must lie in other
models employed in the code and are currently under investigation.

Table I: Performance values for 4 different positions of the anomalous collision frequency profile.

Position 1 Position 2 Position 2-vac Position 3 Position 4 Measurements
Discharge current (A) 20 20 19.7 20 20 20
Thrust (mN) 344.0 346.2 336.6 341.3 335.6 401
Xe+ fraction 0.835 0.843 0.847 0.829 0.815 0.755
Xe++ fraction 0.156 0.150 0.146 0.161 0.173 0.161
Xe+++ fraction 0.009 0.008 0.007 0.010 0.012 0.084
Ion beam current (A) 14.21 14.09 14.40 13.64 13.73 16.71
Current utilization 0.71 0.70 0.72 0.68 0.69 0.835
Mass utilization 0.91 0.90 0.92 0.87 0.87 0.93
Anode efficiency 0.50 0.51 0.51 0.49 0.48 0.68
14
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Considering all the results shown in this subsection, the position 2 profile offers the best overall agreement with
experiments. The maximum value of electron temperature is better predicted by profile 3 but this profile is also
located slightly upstream of the desired position. Profile 1 captures the jump in potential close to the cathode
(Fig.10) but pushes the electron temperature and plasma potential profiles along the centerline far downstream of the
desired location. Profile 2 also predicts the highest value for thrust, even though it is 14% lower than measured.
Additional numerical experiments regarding the sensitivity of the computed plasma properties on the anomalous
collision frequency may improve further our comparisons with the experiments. However, because the ultimate
objective of identifying a profile that is as close to the unique solution as possible is to help guide investigations on
the physics that can produce such profile, it is now evident here that any additional improvements in the
comparisons would not alter significantly the anomalous collision frequency profile identified in this work.

C. Sensitivity of the computed plasma properties on multiple ion populations

We compare in this subsection plasma properties and performance parameters obtained with simulations that use
1, 2, or 3 fluids to model the motion of ions. The anomalous collision frequency profile that produced better
agreement with the measurements (position 2) is used in all cases.

In Fig. 11, plasma potential and electron temperature are plotted along the channel centerline. They are
compared to the experimental measurements that were also employed in the previous subsection. No major
differences in plasma properties are encountered inside the acceleration channel due to the first fluid being dominant
in that region. In the near plume region, the 1-fluid simulation predicts higher values of plasma potential and
electron temperature due to the lower plasma density outside the acceleration channel.

Results shown in Fig. 12 for a radial profile close to the channel exit confirm that the simulations with 2 and 3
fluids predict almost identical results. For the 1-fluid case, the plasma density abruptly decreases near the poles. This
results in gross underestimations of the ion current and plasma potential in these regions. In locations where the
main beam and cathode beam are dominant, results of the three simulations are very similar, with the plasma
potential being slightly higher at the channel centerline. Fig. 13 shows that thrust and discharge current are slightly
lower when 1-fluid simulations are employed.

It is evident from the results shown in this subsection that the 1-fluid formulation is not suitable for predicting
the plasma properties in the near plume. This is because when all ions are modeled by a single species, the velocity
of high-energy ions becomes dominant and the whole pool of ions is assumed to move at higher speeds in the
continuum approach. Due to mass conservation, this translates into lower plasma densities in regions away from the
main and cathode beams of ions. However, single fluid simulations involve less computational costs and accurately
predict conditions inside the acceleration channel. Performance variables are slightly affected by using a 1-fluid
formulation but differences are in the order of 2 to 3%. Improvements by going to a 3-fluid model are negligible.
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Fig. 11: Plasma properties at the centerline for simulations with 1, 2, and 3 fluids and anomalous collision
frequency profile “position 2”. Left: electron temperature. Right: plasma potential. No major differences are
found between the 2- and 3-fluid cases, and for all cases inside the acceleration channel. When only 1 fluid is
employed, electron temperature and plasma potential in the near plume increase due to lower plasma density.
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Fig. 12: Plasma properties at a radial profile located at z/L=1.19 for simulations with 1, 2, and 3 fluids and
anomalous collision frequency profile “position 2. Left: total ion current density. Right: plasma potential.
Simulation results with 2 and 3 fluids are almost identical. Major differences are encountered with respect to the

1-fluid case. Plasma density is very low in the inner and outer pole regions, which leads to low ion current
density and negative values of the potential.

Thus, the 2-fluid model shall be used if the purpose of the simulation requires an accurate picture of the near plume
(i.e., erosion of inner and outer poles) and the 1-fluid model can be used when simulations are intended to quantify
performance variables or conditions inside the acceleration channel.

D. Channel erosion

We have determined so far an anomalous collision frequency profile that produces the closest agreement with
experimental measurements. It was also shown that plasma properties inside the acceleration channel were not
substantially modified by changes in the background pressure. The multi-fluid tests revealed that significant
improvements in the solution of the near plume are achieved when a two-fluid simulation is employed. Splitting the
flow of ions into more than two fluids does not substantially modify the plasma properties in our simulations. In this
section, we examine whether the plasma properties obtained with the selected anomalous collision frequency profile
are capable of reproducing the erosion rates found in experiments along the channel walls.

Erosion measurements have the advantage of not being disturbed by the probing method and offering a clear
picture of the location of the plasma close to the thruster walls. On the other hand, several uncertainties exist in the
erosion models. The expression used for computing the erosion rate at a boundary edge b is
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Fig. 13: Discharge current and thrust for simulations with 1, 2, and 3 fluids and anomalous collision frequency
profile “position 2”. Continuous lines: discharge current, dashed lines: thrust. Almost identical results are

obtained for 2- and 3-fluid simulations. 1-fluid simulation predicts a 2.5 % lower value of thrust and 1.5% lower
discharge current.
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For each of the ion species, the contribution to the erosion rate is given by the current perpendicular to the wall
multiplied by the sputtering yield, Y,,. The sputtering yield is modeled as the product of two factors

Y@
Ysput,iC,iF,b = fK,iC,iF,b (%O;lc,m,b . (32)

The first term represents the sputtering yield as a function of the energy of ions at zero incidence angle while the
second term accounts for the angle of incidence of ions. Fig. 14 depicts experimental measurements of f; as a
function of the ion energy K in eV from [37, 39]. These results are used to fit two curves that follow the expression
proposed by Bohdansky [39]:
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Fig. 15: Left: Energy and incidence angle of high energy, singly charged ions as a function of location in the
inner channel wall. Total energy is the sum of pre-sheath kinetic energy and energy gained by acceleration in the
sheath. Right: Current of high energy, singly charged ions perpendicular to the inner channel wall.
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Fig. 16: Left: Rubin results for angular yield using 100eV ions and incidence angles up to 45 degrees. Right:
Garnier data obtained using 350eV ions and incidence angles up to 80 degrees. Curves in both figures represent
fit using Yamamura function (34) with coefficients A and B.

For the continuous line and dashed curves, respectively, C=0.03 5mm’/C and K= 25eV, and C=0.06mm>/C and K;=
50eV. These two curves represent the boundaries of our uncertainty with respect to the threshold energy Kr. Fig. 15
shows the kinetic energy, sheath, and total energy of singly-charged ions of the high energy fluid (i.e., this species
represents approximately 80% of the total ions impacting the walls) as a function of location at the inner wall.
Similar results are obtained for the outer wall. The energy of ions increases from 25eV at z/L=0.6 to 50eV at
z/L=0.8. Thus, the choice of threshold energy can have an important impact in determining the location where
erosion begins. A second source of uncertainty is caused by the relative angular yield. As observed in Fig. 15 (left),
the incidence angles range from 30 to 70 degrees in the locations where the ion energy is higher. Fig. 16 depicts two
sets of data used for computing the relative angular yield. Experimental measurements are fitted using Yamamura’s
function [40]
i@) =exp| —4 L cos(6)”. (34)
7(0) cos(6)

The first set of experimental results by Rubin [41] was measured using 100eV ions and only considers incidence
angles up to 40 degrees. As a consequence, the relative yield decreases abruptly for angles greater than 60 degrees,
resulting in high uncertainty for angular yields at high angles. The second set of data [37] considers 350eV with the
relative yield measured up to angles of 80 degrees. The abrupt descent in the value of the function occurs for much
higher angles. The angles used for these measurements are closer to our range of interest (i.e., 30 to 70 degrees
according to Fig. 15 (left)) and therefore we can expect the Yamamura fit to be accurate for these high angles.
However, the ion energy used is approximately 100eV higher than the typical values measured in the channel walls.

Fig. 17 shows the erosion rate computed per Eq. (31) using K7=25,35, and 45 ¢V and Yamamura’s fit to Rubin’s
and Garnier’s data. Results using Rubin’s data (left column) constantly under-predict the rate of erosion due to the
function depicted in Fig. 16 (left) being almost zero there where the ion energy is high. Using the fit to Garnier’s
data produces results that are closer to the measurements due to the enhancing effect of the relative yield at high
angles shown in Fig. 16 (right). Increasing the threshold energy K; moves the location at which erosion begins
downstream and also reduces the erosion rate for a given value of ion energy. Results using K;=35eV and
Yamamura’s fit to Garnier’s data offer the best agreement with experimental measurements. This study indicates
that the plasma properties induced by the selected anomalous collision frequency profile is capable of acceptably
reproducing erosion measurements within the range of uncertainty of the models used to predict the erosion rate.
The only major difference between measurements and simulations occur at the channel exit, where the erosion rate
decays in the simulation and remains monotonically increasing in experiments. This change of trend in Hall2De
results is due to the current perpendicular to the wall decreasing in the acceleration zone, as seen in Fig. 15 (right).
In the acceleration zone, the plasma density and electron temperature decrease. Plasma density changes are driven
by mass continuity as the ions accelerate. Electron temperature controls the velocity of the ions into the wall through
the sheath boundary condition (27). Results in the previous subsection showed that the drop in electron temperature
downstream of the peak predicted by the simulation is slightly steeper than in the experimental measurements. A
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Fig. 17: Erosion rates at inner channel. Left column: Angular yield using Yamamura’s function (34) fit to
Rubin’s data. Right column: Angular yield using Yamamura's function (34) fit to Garnier’s data. Rows:
Threshold energy Krin Eq.(33) set to 25, 35, and 45 eV., respectively.

more gentle decrease in the electron temperature would increase the perpendicular ion current close to the channel
exit and the erosion rate.

III. Conclusion

We have advanced the capabilities of the Hall2De code by implementing a new algorithm for the ion
hydrodynamics. The new algorithm employs a conservative, finite volume, cell-centered method that can be applied
to different types of grids (not only the magnetic-field-aligned grid used in Hall2De). Savings in computational time
by factors as high as 4 are achieved by evolving the equations of motion implicitly in time using a predictor/multi-
corrector algorithm.
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Hydrodynamics formalisms convect mass elements using averaged velocities, which can potentially result in
unphysical results when high- and low-speed particles that do not have time to equilibrate are present at a given
location. This difficulty is addressed by the implementation of a multi-fluid algorithm that treats separately ions of
different energy. Different species still interact between one another through elastic and inelastic collisions.
Simulations that make use of the multi-fluid approach exhibit higher values of the plasma density and potential in
the near plume region, bringing results closer to experimental measurements. This improvement is of significance to
pole erosion assessments.

We showed multiple comparisons with experimental measurements with the aim of validating the large changes
introduced in Hall2De. The hypothesis that classical collisions are dominant close to the cathode was shown to be
accurate as the drop in plasma potential in this region observed in probe measurements cannot be reproduced if the
anomalous mechanisms were dominant over classical collisions. The resistivity, which controls the extent of the
potential jump across magnetic fields lines, increases when only classical collisions are considered and depends
approximately on the inverse square of the plasma density. This leads simulations in vacuum to predict results that
are closer to the experimental measurements that those obtained in the presence of background pressure. In the latter
case, the potential wall is under-predicted due to the increased plasma density (i.e., lower resistivity) resulting from
enhanced ionization due to facility effects. Oscillations with frequencies close to those reported for breathing-mode
oscillations are observed in the vacuum case. We also identified an anomalous collision frequency profile that
produces plasma parameters in agreement with probe measurements at the channel centerline, which will allow us to
pursue the possible physics that can produce it. This profile is not significantly different than that identified in earlier
simulations with Hall2De. Thrust predictions are not significantly affected by changes in the location of the
anomalous collision frequency profile and they consistently under-predict measurements by approximately 13%.
Finally, we showed results of erosion rate models based on plasma properties at the channel walls obtained from
numerical simulations. Computed erosion profiles appear to be highly dependent on the incidence angle between the
ions and the walls, especially when angles are over 60 degrees. The threshold energy below which there is no
sputtering (estimated to be between 25 and 50 eV) has an impact on the location along the channel at which erosion
begins. Comparison with experimentally measured rates of erosion reveals that we are able to accurately match the
predicted erosion within the cited uncertainties.

Future work will focus on understanding the source of the low thrust values predicted in these most recent
simulations. Results are shown to under-predict the flow of triply charged ions by a factor of 8, which may account
for about half of the difference in thrust between experiments and simulations. The relevant collision cross sections
will therefore be revisited. We also plan to investigate how to model the background pressure at the boundaries of
the computational domain to account for deviations in isotropy. It has been shown that these deviations have a
profound influence on the plasma properties in the near plume (i.e., the drop in potential close to the cathode)..
Finally, we need to apply the knowledge gained from the investigations performed on the effect of the anomalous
collision frequency on the plasma properties in the understanding of the physical mechanisms that reduce resistivity
across magnetic field lines in Hall-effect thrusters.
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