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MANEUVER PERFORMANCE ASSESSMENT OF THE
CASSINI SPACECRAFT THROUGH EXECUTION-ERROR

MODELING AND ANALYSIS

Sean Wagner∗

The Cassini spacecraft has executed nearly 300 maneuvers since 1997, providing ample
data for execution-error model updates. With maneuvers through 2017, opportunities re-
main to improve on the models and remove biases identified in maneuver executions. This
manuscript focuses on how execution-error models can be used to judge maneuver perfor-
mance, while providing a means for detecting performance degradation. Additionally, this
paper describes Cassini’s execution-error model updates in August 2012. An assessment of
Cassini’s maneuver performance through OTM-368 on January 5, 2014 is also presented.

INTRODUCTION

The Cassini spacecraft was launched in October 1997 and entered a Saturn orbit in July 2004. After touring
Saturn and its moons for nearly a decade, Cassini continues to operate within expectations, particularly with
the performance of propulsive burns. Cassini has performed nearly 300 maneuvers since launch through the
first half of the Solstice Mission, the final extension of Cassini’s tour of Saturn, providing ample data for
execution-error modeling and analysis. Cassini accomplishes maneuvers through the use of two independent
propulsion systems for trajectory corrections called Orbit Trim Maneuvers (OTMs); the bi-propellant Main
Engine Assembly (MEA) for performing large burns and the Reaction Control System (RCS) thrusters for
small burns. With the Cassini Solstice Mission concluding in September 2017, safeguarding the performance
of Cassini’s propulsion and attitude control systems has become a high priority. Reconstructions of the
executed maneuvers by the Cassini Navigation Team are utilized to assess the performance of the main engine
and RCS thrusters. From such assessments, it is possible to develop reasonable models of the maneuver
execution errors, particularly in ∆V magnitude and pointing, and to identify biases seen in the maneuver
executions. Execution-error biases, in some cases, can be removed through calibrations of certain flight
software parameters or through the maneuver designs themselves. Representative models of the maneuver
execution errors can be used to understand future maneuver performance, while providing means for detecting
degradation in either propulsion or attitude control. The methodologies that are discussed are not limited to
Cassini; they can also be used to evaluate and characterize the maneuver performance of other spacecraft.

Reference 1 documented the Gates execution-error models2 employed by Cassini from launch through the
four-year Prime Mission, along with the development of the execution-error model used in operations begin-
ning in 2008, from an analysis of nearly ten years of maneuver data (1998–2007). This previous paper also
described the processing and analysis of the maneuver data via software developed by the Cassini Maneuver
Team. This manuscript focuses on the applications of execution-error analysis and modeling, particularly in
judging future maneuver performance and in detecting performance degradation, the latter application becom-
ing more important as Cassini reaches the end of its lifetime. Also, this paper documents the execution-error
model updates for main engine and RCS maneuvers from 2009 to 2012.
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In August 2012, the main engine execution-error model was updated based on the performance of main
engine maneuvers following Cassini propulsion’s fuel-side repressurization in January 2009.3 A fixed-
magnitude bias was identified in the execution of main engine burns, reflecting the observed deficiency in
the length of main engine maneuvers. This bias was removed from the execution of main engine maneuvers
through a flight parameter change to increase the time of the burns. This change is described in a later section.

In March 2009, Cassini’s RCS thrusters were swapped from the main A-branch (set of eight thrusters) to the
redundant B-branch thrusters (identical set of eight thrusters) due to the marked degradation in performance
of two thrusters on A-branch.4, 5 In September 2012, a new RCS execution-error model was used in oper-
ations, the first model to characterize the execution errors seen with RCS burns on the B-branch thrusters.6

Fixed and proportional biases in RCS burn magnitudes were identified on the B-branch thrusters, and both
magnitude biases are now removed within the maneuver design process. By comparing the executions of cur-
rent maneuvers to an existing maneuver execution-error model, early indications of degraded performance in
propulsion or attitude control can be observed. In the case of RCS burns, Navigation would have likely seen
signs of the thruster degradation on the A-branch. This RCS thruster degradation example is presented, along
with various methods for assessing maneuver performance through execution-error modeling and analysis.

A preliminary assessment of these execution-error model updates, designated 2012-1, was made using
maneuver data from August 2012 through July 2013 and is documented in Reference 7. Incorporating ad-
ditional maneuver data through January 5, 2014, this paper will also present an updated assessment of the
execution-error models. Based on this new maneuver performance study, it is recommended that the 2012-1
execution-error models remain in use and to maintain the associated maneuver execution adjustments.

MOTIVATIONS FOR EXECUTION-ERROR ANALYSIS

There are several advantages to improving on pre-launch and early in-flight execution-error models. The
greatest benefit is probably through improved predictions of fuel usage in future tour segments. In operations,
an updated model provides a better a priori estimate for OD estimates of maneuvers. Once an OD estimate is
available for an executed maneuver, the updated model also provides a better means to assess the maneuver
performance. For example, if a maneuver estimate is more than 2-σ from the expected ∆V magnitude, a
closer examination of the performance of the maneuver is warranted. This maneuver performance assessment
is more meaningful if the model is based on a sufficient set of performed maneuvers. A pre-launch or early
in-flight model is useful for a rough ∆V usage study of future maneuvers in tour planning, but these models
would be poor choices for evaluating performance during maneuver operations.

A gross under-performance of a maneuver may be an early indication of a degraded engine or thruster.
Methods for detecting degradation by comparing an under-performed maneuver to an accepted execution-
error model are discussed in later sections. Also, the updated model provides more accurate predictions of
the post-maneuver trajectory dispersions so that, for example, project scientists may better assess how their
observations will be affected.

By continually folding in new maneuver data, computed execution-error biases in magnitude and pointing
from the execution-error modeling process may become apparent or previously observed biases may change
notably. Significant modifications to a spacecraft’s performance may change the model and introduce new
execution-error biases (e.g., the switch from A-branch to B-branch thrusters for Cassini’s RCS burns). These
identified biases can then be compensated for in the maneuver design process or effectively removed via
flight software parameter changes or patches (e.g., Cassini’s main engine proportional-magnitude bias can be
removed by adjusting the main engine accelerometer scale factor). Removing biases can potentially decrease
future maneuver execution errors, leading to more maneuver cancellations.
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CURRENT MODELS FOR EXECUTION ERRORS

The Gates model has been used to develop the execution-error models for Cassini’s main engine and
RCS maneuvers. The Gates execution-error model accounts for four independent error sources: fixed and
proportional-magnitude errors and fixed and proportional-pointing errors.2 The direction of pointing errors
is assumed to have a uniform distribution across 360◦. Each of the four sources is assumed to have a Gaus-
sian distribution, so each parameter represents the standard deviation for that error source and each error
source is assumed to have a zero mean, once computed biasses have been removed from the estimates. Via a
weighted maximum-likelihood estimator (see Appendix B), the Gates execution-error model parameters and
corresponding biases in execution for the main engine and RCS maneuvers, processed separately, are com-
puted. These two components are tied together; the execution-error model assumes that all (or some) of the
biases have been removed. For Cassini pointing errors, a pointing per-axis model is used. An alternative, but
equivalent, pointing model was used for the GRAIL, referred to as the total pointing model in Reference 8.

Updates to the execution-error models for Cassini’s main engine and RCS maneuvers were developed and
first used in maneuver operations in August 2012,3, 6 replacing the previous 2008-01 model.9 In conjunction
with these execution-error model updates, magnitude biases were removed either through a flight param-
eter change or within the maneuver design process. Identified pointing biases were not extracted, but are
accounted for in the execution-error models.

Table 1: 2012-1 Execution-Error Models (1-σ)

Main Engine
(≤ 13 m/s)

RCS
(≤ 0.3 m/s)

Magnitude Proportional (%) 0.02 0.4
Fixed (mm/s) 3.5 0.5

Pointing Proportional (mrad) 1.0 4.5
(per axis) Fixed (mm/s) 5.0 0

Table 1 lists the main engine and RCS maneuver execution-error model updates. The 2012-1 main engine
model was developed from an analysis of 48 main engine maneuvers following propulsion’s January 2009
fuel-side repressurization through June 2012 (OTMs 180–326) and is described in the following section and
documented in Reference 3. The 2012-1 RCS model was generated using data from 49 RCS maneuvers
following the March 2009 thruster branch swap through July 2012 (OTMs 183x–328) and is discussed in a
later section and recorded in Reference 6.

MAIN ENGINE EXECUTION-ERROR MODELING: 2012-1 STUDY

The 2012-1 main engine model represents the execution errors seen with main engine burns following
Cassini’s last fuel-side repressurization in January 2009. A −3 mm/s bias in fixed magnitude was seen with
the 2008-01 execution-error analysis9 of maneuvers performed prior to the repressurization and corrected
with a change to the tail-off impulse parameter in April 2009. Similarly, the −4 mm/s fixed-magnitude bias
identified in this study was effectively removed from future main engine executions via a flight software patch
to the tail-off impulse parameter in July 2012.

2012-1 Main Engine Magnitude-Error Analysis (OTMs 180–326)

Figure 1 contains plots of magnitude error as a function of maneuver magnitude for the 48 main engine
maneuvers considered in the 2012-1 study (within OTMs 180–326). The estimated magnitude bias and the
1-σ error bounds about the magnitude bias, given by the execution-error model, are plotted in each figure. The
error bars about the maneuver data points represent the 1-σ uncertainties in the OD estimates of the magnitude
errors. These uncertainties were used to weight each maneuver in the maximum-likelihood estimator. It is
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(b) Mag-Error CDF & Q-Q Plots for (a)
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Figure 1: 2012-1 Study of OTMs 180–326 Main Engine Magnitude Errors
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assumed with the Gates model that the magnitude errors follow a normal distribution; hence, for a one-
dimensional distribution, it is expected that approximately 68% of the maneuvers will fall within the 1-σ
magnitude bounds (the actual number of maneuvers within the bounds is indicated in each plot).

Figure 1a shows the magnitude errors and the estimated-bias model (1-σ bounds and bias line, in blue)
with the observed −4.2 mm/s fixed-magnitude and 0.03% proportional-magnitude biases, and Figure 1c the
magnitude errors and the zero-mean model (1-σ bounds about zero line, in green) after removing −4 mm/s
of the fixed-magnitude bias via adjustments to the expected ∆V data (see Appendix C). In the estimated-bias
model, it is assumed that the estimated fixed and proportional-magnitude biases are extracted. However,
only the observed fixed-magnitude bias of −4 mm/s was removed. The option to also remove the computed
0.03% proportional-magnitude bias was not chosen by the Cassini Project. With a majority of the remaining
main engine burns in the mission expected to fall under 10 m/s, the effect of the proportional-magnitude bias
on the execution-error model was not as profound as the fixed-magnitude bias term if left in the maneuver
estimates. Although the proportional-magnitude bias term remains, in Cassini operations a zero-mean model
is necessary as the orbit determination filter assumes Gaussian execution errors about the maneuver ∆Vs
without visibility into any biases in the errors, and the predicted ∆V statistics from the maneuver software
does not account for biases in the Gates model. Without the magnitude-error adjustments, the main engine
maneuvers showed a tendency to underburn (37 of 48 maneuvers, 77%). Accounting for the July 2012 flight
software patch to the tail-off impulse parameter in the magnitude errors yields a more even distribution of
underburns (21 of 48 maneuvers, 44%) and overburns (27 of 48 maneuvers, 56%).

Figures 1b and 1d provide the cumulative distribution functions (CDFs) and quantile-quantile (Q-Q) plots
for the magnitude errors for Figures 1a and 1c, respectively, where Figure 1c shows the maneuver estimates
and resulting model once the −4 mm/s fixed-magnitude bias is extracted. The magnitude errors are expected
to better match the CDFs and to become more linear on the Q-Q plots as the sample size grows. In Figure
1b, it can be seen that the magnitude errors from the estimated-bias model closely follow the Gaussian CDF
(red curve) and the linearity of the magnitude errors in the Q-Q plot suggests that the errors are normally
distributed about the computed bias. In Figure 1d, the magnitude errors from the zero-mean model are
slightly offset from the Gaussian CDF (red curve) and the linearity of the magnitude errors in the Q-Q plot
still holds, but with a more pronounce divergence at the tails of the distribution. This is likely a consequence
of not removing the proportional-magnitude bias from the estimates, which skews the data in the zero-mean
model fit.

2012-1 Main Engine Pointing-Error Analysis (OTMs 180–326)
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(a) Zero-Mean Model of XTV C Pointing Errors

10−1 100 101
−20

−15

−10

−5

0

5

10

15

20

Maneuver Magnitude (m/s)

Y
TV

C
 P

oi
nt

in
g 

E
rr

or
 (m

m
/s

)

180
182

183

186

189

192
195198
200

203

206
209

213

215

216

218

219

221

224

227

228

231233 234 236

240

242

245
246248

249252
254

255

257
258

261

267
275 291

299

300

303

312

318

321

324
326

37 of 48 MEA mvrs. (77.08%, green) within 1−σ ptg. error bounds (68.27%, green)

M
in

. ∆
V 

= 
0.

25
 m

/s

M
ax

. ∆
V 

= 
13

.0
 m

/s

Zero−mean (assumes no bias in data)
Ptg. Bias: 3.30 mm/s fixed, 0.36 mrad prop.
Ptg. Model (1−σ, zero−mean): 4.93 mm/s fixed, 0.87 mrad prop.

(b) Zero-Mean Model of YTV C Pointing Errors

Figure 2: 2012-1 Study of OTMs 180–326 Main Engine Pointing Errors
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Figure 2 illustrates the pointing error along the XTV C and YTV C axes, respectively, as a function of

maneuver magnitude for the main engine maneuvers. The pointing errors are assumed to follow a normal

distribution per axis, therefore the Gates model 1-σ bounds are shown for the XTV C and YTV C pointing

errors separately. Although both fixed and proportional-pointing biases are identified, they remain in the

maneuver estimates because they have not been removed through a mechanism such as a flight software

change. Again, the zero-mean model is used to support the orbit determination filter and maneuver analysis

software for ΔV statistics. Note, the 1-σ pointing-error bars for each maneuver which are used to weight the

pointing-error data are the semi-major axis values of the pointing ellipses in the TVC plane, not the standard

deviations along the respective TVC axis. Figure 2 shows that given the proportional-pointing biases of −0.7
mrad along the XTV C axis and 0.4 mrad along the YTV C axis, the pointing errors of main engine maneuvers

tend to be in the −X , +Y quadrant of the TVC pointing plane, and range between 1-σ and 2-σ for larger

main engine burns. Note, these proportional-pointing biases are not rotations about the XTV C and YTV C

axes. Rather, they are angular offsets in the XTV C and YTV C directions. The pointing biases determined in

the 2008-01 study also indicated this pointing tendency (see Table 3 in Appendix A). Without removing these

proportional-pointing biases, it is expected that future maneuver engine burns will share similar pointing-error

characteristics.

MAIN ENGINE EXECUTION-ERROR MODELING: JANUARY 2014 ASSESSMENT

The main engine maneuver performance following the 2012-1 model update was determined from 14 main

engine burns executed from August 2012 through December 2013 (OTMs 330–366). These 14 maneuvers

were performed after the July 2012 flight software patch to the tail-off impulse parameter in the magnitude

errors which effectively removed the −4 mm/s fixed-magnitude bias seen in main engine burns from OTMs

180–326 in the 2012-1 study. This performance assessment shows that the 2012-1 magnitude-error model for

main engine is adequate and no action is required to remove the fixed-magnitude bias, unless the proportional-

magnitude bias is also removed. The assessment also reveals a pointing-error model and associated biases

similar to the 2012-1 study.

January 2014 Main Engine Magnitude-Error Assessment (OTMs 330–366)
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(b) Mag-Error CDF & Q-Q Plots for (a)

Figure 3: Jan. 2014 Study of OTMs 180–366 Main Engine Magnitude Errors (OTMs 330-366 Labeled)
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As seen in Figure 3, the magnitude-error uncertainties of the 2012-1 main engine model hold well given the

performance of 14 main engine burns executed from August 2012 through December 2013 (OTMs 330–366).

This also implies that the −4 mm/s fixed-magnitude bias was correctly identified and that the flight software

patch to the main engine tail-off impulse parameter was effective in removing this bias. One benefit of taking

out the fixed-magnitude bias is that the magnitude errors will be more equally distributed about zero. Most

main engine magnitude errors can now be expected to fall within ±4 mm/s, which was the case for all main

engine maneuvers considered in this performance study.

January 2014 Main Engine Pointing-Error Assessment (OTMs 330–366)
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(a) Zero-Mean Model of XTV C Pointing Errors
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(b) Zero-Mean Model of YTV C Pointing Errors

Figure 4: Jan. 2014 Study of OTMs 180–366 Main Engine Pointing Errors (OTMs 330-366 Labeled)

Figure 4 illustrates the pointing error along the XTV C and YTV C axes, respectively, as a function of

maneuver magnitude for the main engine maneuvers. Because the proportional-pointing biases in the main

engine execution errors were not removed with the 2012-1 model update, the maneuvers continue to share

similar pointing-error characteristics as expected.

RCS EXECUTION-ERROR MODELING: 2012-1 STUDY

The 2012-1 RCS model is the first to characterize the execution errors seen with RCS maneuvers performed

via the redundant B-branch thrusters (set of eight thrusters), the main A-branch thrusters (identical set of

eight thrusters) relegated to backup in March 2009 because of a marked degradation in performance. The

detected proportional-magnitude bias was removed by Propulsion via a −1.5% change to the RCS thrust

adjustment factor.10 The fixed-magnitude bias was taken out by Navigation by adding 0.8 mm/s to the 5.0

mm/s deadband-tightening ΔV which was specified in the RCS maneuver designs. This updated value of

5.8 mm/s serves as both a correction for the average deadband-tightening ΔV seen by Navigation and the

fixed-magnitude bias observed in RCS maneuver executions.

2012-1 RCS Magnitude-Error Analysis (OTMs 183x–328)

Figure 5 provides plots of magnitude error versus maneuver magnitude for the RCS burns examined in

the 2012-1 study (see main engine execution-error analysis section for an explanation of these plots). Fig-

ure 5a displays the magnitude errors and the magnitude-error model/bias lines with the observed −1.5%

proportional-magnitude and +0.8 mm/s fixed-magnitude biases. Figure 5c shows the magnitude errors and
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(b) Mag-Error CDF & Q-Q Plots for (a)
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Figure 5: 2012-1 Study of OTMs 183x–328 RCS B-Branch Magnitude Errors

8



the zero-mean magnitude-error model lines after extracting both the fixed and proportional-magnitude bi-
ases, +0.8 mm/s and −1.5%, respectively, through modifications to the expected ∆V data. Without the
magnitude-error adjustments, the RCS maneuvers showed a slight tendency to overburn (26 of 49 maneu-
vers, 53%). Accounting for the September 2012 thrust factor adjustment and the +0.8 mm/s fixed-magnitude
correction results in a more even distribution of overburns (24 of 49 maneuvers, 49%) and underburns (25 of
49 maneuvers, 51%).

2012-1 RCS Pointing-Error Analysis (OTMs 183x–328)
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(b) Zero-Mean Model of YTV C Pointing Errors

Figure 6: 2012-1 Study of OTMs 183x–328 RCS B-Branch Pointing Errors

Figure 6 illustrates the pointing error along the XTV C and YTV C axes, respectively, as a function of
maneuver magnitude for the RCS maneuvers. The zero-mean pointing-error model lines are plotted because
both fixed- and proportional-pointing biases remain in the maneuver data. The pointing errors are assumed
to follow a normal distribution per axis, therefore the Gates model 1-σ bounds are shown for the XTV C and
YTV C pointing errors separately. Again, this type of model is necessary because the orbit determination filter
does not have visibility into any underlying biases in the pointing errors.

The weighted estimation of the proportional-pointing error parameter yielded a value of 3.4 mrad, as
opposed to an unweighted estimation of 4.3 mrad. The unweighted model for the proportional-pointing error
parameter was chosen (rounded to 4.5 mrad), see Figure 6, to remove the effect that the tight uncertainties on
the smaller RCS burns had on the estimation of the proportional-pointing standard deviation, an effect that
favored the smaller burns and did not well represent the larger burns. With the weighted model, nearly 68%
of the maneuvers fell within the 1-σ pointing-error bounds for pointing errors along the YTV C axis (this is the
limiting case because only 57% of maneuvers fall within the bounds for the pointing errors along the XTV C

axis). Because 68% of maneuvers fall within the 1-σ bounds, this explains why the pointing-error biases on
both axes are not contained within the computed standard deviations of the pointing-error model.

Figure 6 shows that given the proportional-pointing biases of 7.2 mrad along the XTV C axis and 6.4
mrad along the YTV C axis, the pointing errors of RCS maneuvers tend to be in the +X , +Y quadrant of
the TVC pointing plane, and range between +1-σ and +2-σ for larger RCS burns. Like with main engine
maneuvers, these proportional-pointing biases are not rotations about the XTV C and YTV C axes, but angular
offsets in the XTV C and YTV C directions. Without the removal of these proportional-pointing biases, it is
expected that future RCS burns performed on B-branch thrusters will continue to have similar pointing-error
characteristics.
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RCS EXECUTION-ERROR MODELING: JANUARY 2014 ASSESSMENT

The RCS maneuver performance following the 2012-1 model update was determined from 20 RCS burns

executed from September 2012 through January 2014 (OTMs 331–368). These 20 maneuvers were performed

with the observed magnitude-error biases seen in the 2012-1 study removed within the maneuver design

process. This performance assessment shows that the 2012-1 magnitude-error model for RCS is adequate

and no action is required to remove the magnitude biases. The assessment also reveals a pointing-error model

and associated biases similar to the 2012-1 study.

January 2014 RCS Magnitude-Error Assessment (OTMs 331–368)
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Δ Δ

σ

(a) Zero-Mean Model of Magnitude Errors

σ

σ

σ

σ

(b) Mag-Error CDF & Q-Q Plots for (a)

Figure 7: Jan. 2014 Study of OTMs 183x–368 RCS B-Branch Magnitude Errors (OTMs 331–368 Labeled)

As seen in Figure 7, the magnitude-error uncertainties of the 2012-1 RCS model agree with the perfor-

mance of 20 RCS maneuvers from September 2012 to January 2014 (OTMs 331–368). This also suggests

that the fixed and proportional-magnitude biases were correctly recognized and that the changes to the RCS

design process were sufficient in removing these biases. An advantage of extracting the magnitude biases is

that the magnitude errors should be equally distributed about zero. A majority of RCS magnitude errors can

now be expected to fall within ±1 mm/s, which was the case for all RCS burns evaluated in this study.

January 2014 RCS Pointing-Error Assessment (OTMs 331–368)

Figure 8 illustrates the pointing error along the XTV C and YTV C axes, respectively, as a function of

maneuver magnitude for the RCS maneuvers. Because the proportional-pointing biases in the RCS execution

errors were not removed with the 2012-1 model update, the maneuvers continue to share similar pointing-

error characteristics as expected.
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Figure 8: Jan. 2014 Study of OTMs 183x–368 RCS B-Branch Pointing Errors (OTMs 331–368 Labeled)

METHODS FOR DEVELOPING EXECUTION-ERROR MODELS

It is recommended that the following are considered when developing an execution-error model to describe

the performance of a propulsion system:

1. A sufficient maneuver data set, both in size and range, should be used in the determination of the model

and associated biases.

2. Outliers in the data set should be identified and investigated individually. In some circumstances, an

identified outlier may be excluded from the data set.

3. If possible, identified biases should be removed either through a flight parameter change or within the

maneuver design process.

4. If changes were made to the maneuver executions to remove identified biases, maneuver data prior to

these changes should be adjusted to account for these modifications if considered in future analysis.

Appendix C details how prior data for Cassini’s main engine and RCS maneuvers are adjusted.

This section presents examples of the first two considerations through analyzing Cassini maneuver data.

Lessons learned in generating plots of the magnitude and pointing errors are also discussed.

Determining Sufficiency in a Maneuver Data Set

Developing a representative execution-error model requires a sufficient data set, in both amount and range.

This data set may take some time to grow, and later evaluations may reveal that the data set is still not

complete. One indication that a data set is sufficient is that the removal of one maneuver does not greatly

alter the nature of the model or computed biases. For the example shown in Figure 9, the removal of OTM-346

caused both the fixed and proportional magnitude bias terms to change drastically. OTM-346 is one of only

three maneuvers in the smallest ΔV range. Because this point is well determined, it has a great influence in the

estimation of the fixed-magnitude bias term. When accounting for all B-branch RCS maneuvers performed in

this ΔV range, the removal of OTM-346 does not influence the bias determination, indicating that the entire

data set of nearly 70 maneuvers is sufficient.
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Figure 9: Jan. 2014 Study of OTMs 331–368 RCS Magnitude Errors
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Identifying and Excluding Outliers from a Maneuver Data Set

The determination of outliers in a given maneuver data set can be challenging. Once a maneuver sample is

identified as a possible outlier in either magnitude or pointing, the circumstances surrounding that particular

maneuver should also be investigated. This section presents a few examples of identified outliers that were

excluded from the 2012-1 RCS study.

OTM-264 was an RCS maneuver excluded from the 2012-1 RCS analysis for its significantly smaller

deadband-tightening ΔV as compared to other RCS maneuvers. The estimated deadband-tightening ΔV of

1.5 mm/s for this RCS burn was well below the predicted value of 5 mm/s, accounting for an extra 3.5 mm/s

in underburning. This outlier in magnitude error can be seen in Figure 5a.

OTM-265, also an RCS maneuver, was found to be an outlier in both magnitude and pointing (see Figures

5a and 8a). Due to a safing event on November 2, 2010,11 the spacecraft was under RCS control for all

turns, which included OTM-265. The safing event had also reset the prime flight computer (reseting the pulse

adjuster attitude error gain to zero), in turn causing noticeable changes to both magnitude and pointing. Once

the attitude control integrators were re-established via ground command, subsequent RCS burns returned to

expected accuracies (see Reference 12).

Visualization of Execution Errors

In conjunction with tables, viewing the execution errors in plots such as magnitude error as a function

maneuver magnitude can be quite useful in the analysis process. However, determining how to plot the

execution errors brings its own set of challenges. This section offers some advice for making these types of

plots, lessons learned from processing Cassini maneuver data over the years.

For example, a plot containing the magnitude errors from a large set of maneuvers may become cluttered

and difficult to label. A semi-logarithmic scale helps to reveal details on a plot with a large range of maneuver

magnitude (see Figures 1-4).

Δ

Δ

(a) Main Engine (OTMs 180–366)

Δ

Δ

(b) RCS B-Branch (OTMs 183x–368)

Figure 10: Main Engine and RCS Pointing Errors in TVC Pointing Plane

Pointing errors are particularly difficult to depict on a plot. Figure 10 shows the main engine and RCS

pointing errors mapped to the thrust-vector-control (TVC) pointing plane. To add the dimension of maneuver

magnitude, ellipses have been color-coded to display their relationship with maneuver magnitude.
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Figure 11: Main Engine and RCS Pointing-Error Directions

The direction of the pointing errors can be illustrated in plots such as Figure 11. Again, the maneuver
magnitudes can be displayed using color coding. These types of plots help show tendencies in the pointing.
If the pointing is unbiased, the directions from the given maneuver samples should be uniformly distributed
across 360◦. As seen in Figures 11a and 11c, the majority of the main engine burns are in the −X , +Y
quadrant of the TVC plane. Similarly, as shown in Figure 11d, almost all RCS maneuvers performed on
B-branch are contained in the +X , +Y quadrant. Only the RCS maneuvers on A-branch have a more diverse
pointing spread about 360◦ (see Figure 11b).

Both the TVC pointing errors and pointing-error direction plots need to be considered to understand the
nature of each individual maneuver sample. For example, the main engine maneuver OTM-353 BU, as
denoted in Figure 11a, immediately jumps out as an outlier in pointing direction as compared to the other
maneuvers. When viewed with Figure 10a, it is seen that OTM-353 BU had a small pointing error nearly
centered at (0,0). The pointing error ellipse can move to the other side of (0,0) by a small amount to be in
family with the majority of the maneuvers. Because of this, OTM-353 BU would not be considered an outlier
in pointing. On the other hand, the RCS maneuver OTM-265, as shown in Figures 10b and 11b, was found
to be an outlier in both magnitude and pointing (see next section). Figure 10b clearly shows that the pointing
error was not in family with the rest of the RCS maneuvers.
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DETECTING DEGRADATION OR SIGNIFICANT CHANGES IN MANEUVER PERFORMANCE

In prior sections, it was shown how representative models of the maneuver execution errors can effectively

be used to assess maneuver performance. These same models can also be used to flag large outliers in the

data, which may signify either a large change in the way the maneuver was executed or indicate a possible

degradation of the engine or thruster. In magnitude, this would point to a change or degradation in propulsion.

Likewise, in pointing, this would indicate a change or degradation in attitude control. By comparing each

maneuver sample to how the execution-error model was prior to adding the sample, a method for detecting

outliers can be established:

1. Maneuver is an outlier using previous execution-error model which does not include the maneuver.

2. Execution-error model or biases change significantly when the maneuver is introduced.

3. Following maneuvers are also outliers and execution-error model changes significantly. This is the key

criterion for detecting degradation.

The following example presents an actual degradation case with two of Cassini’s A-branch set of eight

RCS thrusters, requiring a swap to the redundant B-branch set of thrusters.

Example: Cassini RCS A-Branch Thruster Degradation in 2008
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σ
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(a) Magnitude Errors thru OTM-156 (Nominal)

σ
Δ Δ

σ
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(b) Magnitude Errors thru OTM-160 (Degraded)
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σ
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(c) Magnitude Errors thru OTM-166 (Degraded)
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Δ Δ

σ
σ

(d) Magnitude Errors thru OTM-169 (Degraded)

Figure 12: RCS Estimated-Bias Models for Maneuvers on A-Branch Thrusters (TCM-19a–OTM-169)
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In late 2008, the degradation of two RCS thrusters on the A-branch became apparent from a Navigation
perspective by the multi-σ under-performance of OTM-160 and OTM-169. Figure 12 shows how adding
OTM-160 and OTM-169 significantly alters the RCS magnitude-error model. In this example, a maneuver
is flagged as an outlier if it is over 2-σ, using the prior magnitude-error model as the metric. Note, three
older maneuvers in the data set were flagged as outliers, but are not considered outliers because it is expected
that there will be multi-σ samples in the distribution. Figure 12a gives the execution-error model prior to
the RCS degradation on the A-branch (up to OTM-156). The computed execution-error model was close to
the nominal 2008-01 RCS model. Figure 12b shows the first sign of degradation with the A-branch thrusters
with an RCS maneuver (OTM-160). The model notably changes with the introduction of the multi-σ under-
burning of OTM-160. Figure 12c adds OTM-166 to the data set, however this maneuver is not flagged as an
outlier. OTM-166 was degraded in its performance, but this is not apparent in the execution-error modeling
due to its small ∆V size. Finally, Figure 12d provides the execution-error model when OTM-169 is included
in the maneuver samples. OTM-169 was executed as a large RCS burn with a ∆V of 0.23 m/s, the final
approach maneuver targeting Titan-46 (part of a double flyby with Enceladus-6). The large magnitude error
of this maneuver resulted in a nearly 10 km miss of the low 1100 km Titan flyby and a downstream cost of
over 7 m/s. This sub-par performance helped lead to a swap to the redundant B-branch thrusters in March
2009.4, 5

CONCLUSIONS

Analyzing the execution errors of the Cassini spacecraft’s main engine and RCS maneuvers has proven
advantageous for Cassini Navigation, and adjusting the maneuver performance based on this Navigation
analysis has benefited the entire Cassini Mission with more accurate maneuvers. Even with over 15 years of
in-flight maneuver data to study, there is still much to learn about the execution errors of Cassini’s propulsion
systems. Fortunately, what has been learned can be used to help improve the performance of future Cassini
maneuvers.

The execution-error modeling methods and lessons learned presented in this paper can also assist in the
evaluation and characterization of other spacecraft’s maneuver performance. For example, a representative
execution-error model can be used to detect degraded performance or a large change in an engine or thruster’s
maneuver executions. This type of analysis would have confirmed the degraded performance of Cassini’s
RCS thrusters on A-branch in 2008, and it is now currently utilized on Cassini for monitoring the maneuver
performance of the RCS B-branch thrusters.

With several years left in the Cassini Solstice Mission, the improvements to the execution-error models and
maneuver executions discussed in this paper will continue to be verified as more maneuver data is processed
and further updates will be implemented if necessary.

APPENDIX A: HISTORY OF EXECUTION-ERROR MODELS

Throughout the Cassini Mission there have been several main engine and RCS execution-error model
updates, as seen in Table 2. They continue to be in the form of the Gates model,2 which accounts for
magnitude and pointing errors. In 2000, the MEA component of the pre-launch model was updated via an
analysis of seven main engine maneuvers performed during the first two years of the interplanetary cruise.
The resulting 2000 model13 was used for maneuvers from April 2000 during cruise to February 2006 into the
Saturn tour.

The 2006-01 model was used from March 2006, starting with OTM-053, to August 2007, ending with
OTM-124. Besides reducing the MEA magnitude and proportional error parameters and the RCS magni-
tude error parameters, this model introduced a few changes in spacecraft operations. The computed RCS
proportional-magnitude bias was removed by reducing the predicted thrust level by 1.5% starting with the
design of OTM-047. Also, beginning with OTM-069, the MEA proportional-magnitude bias seen in the
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Table 2: History of Execution-Error Models

(a) Main Engine Execution-Error Models (1-σ)

Pre-Launch 2000 2006-01,
2007-01

2007-02 2008-01 2012-1

Magnitude Proportional (%) 0.35 0.2 0.04 0.02 0 0.02
Fixed (mm/s) 10.0 10.0 6.5 5.0 4.5 3.5

Pointing Proportional (mrad) 10.0 3.5 1.0 0.6 1.1 1.0
(per axis) Fixed (mm/s) 17.5 17.5 4.5 3.0 3.0 5.0

Main engine burns investigated N/A TCMs
05–13

TCM-05–
OTM-042

TCM-05–
OTM-128

TCM-05–
OTM-168

OTMs
180–326

No. of main engine burns (excluded) N/A 7 (1) 38 (2) 61 (10) 85 (9) 48 (0)

Valid for main engine burns All All All All ≤25 m/s ≤13 m/s

Model first implemented TCM-01
(10/1997)

TCM-14
(4/2000)

OTM-056
(3/2006)

OTM-144
(2/2008)

OTM-192
(4/2009)

OTM-330
(8/2012)

(b) RCS Execution-Error Models (1-σ)

Pre-Launch,
2000

2006-01 2007-01 2007-02,
2008-01

2012-1

Magnitude Proportional (%) 2.0 0.7 0.7 0.4 0.4
Fixed (mm/s) 3.5 0.9 0.9 1.0 0.5

Pointing Proportional (mrad) 12.0 12.0 12.0 9.0 4.5
(per axis) Fixed (mm/s) 3.5 3.5 0 0 0

RCS maneuvers investigated N/A TCM-19a–
OTM-044

N/A TCM-19a–
OTM-129

OTMs
183x–325

No. of RCS maneuvers (excluded) N/A 11 (2) N/A 26 (11) 49 (2)

Valid for RCS maneuvers All A-branch
& B-branch

All
A-branch

All
A-branch

≤0.3 m/s
(A-branch)

≤0.3 m/s
(B-branch)

Model first implemented TCM-02
(10/1997)

OTM-053
(3/2006)

OTM-127
(9/2007)

OTM-148
(2/2008)

OTM-331
(9/2012)

Table 3: History of Execution-Error Biases

Main Engine Biases RCS Biases
2006-01,
2007-01

2007-02 2008-01 2012-1 2006-01,
2007-01

2007-02,
2008-01

2012-1

Magnitude Proportional (%) 0.06
(0)

−0.02 −0.02
(0)

0.03 1.5
(0)

−0.4 −1.5
(0)

Fixed (mm/s) −4.5 −3.2 −3.1
(−0.1)

−4.2
(−0.2)

0 0.5 0.8
(0)

Pointing Proportional (mrad) 0.3 −0.7 −1.1 −0.7 7.5 5.0 7.2
(XTV C axis) Fixed (mm/s) −9.0 −3.4 −2.3 −3.9 0.8 0.3 −0.1

Pointing Proportional (mrad) 1.5 0.7 0.5 0.4 −4.5 −1.2 6.4
(YTV C axis) Fixed (mm/s) −3.0 1.2 1.2 3.3 3.5 0 −0.1

17



2006-01 study was removed by increasing the MEA accelerometer scale factor by 0.06%.14 These extracted
biases are indicated in Table 3. The 2006-01 RCS model as listed in Table 2b is not directly from the maneu-
ver estimation process. There were not enough RCS maneuvers in the analysis to confidently use the RCS
pointing-error model, so those terms were carried over from the 2000 model.

The 2007-01 model was used from September 2007 with OTM-125 through January 2008 with OTM-143.
Based on the 2006-01 model, it reduced the RCS fixed-pointing error standard deviation from 3.5 mm/s to
0 mm/s as RCS OTM turns use the Reaction Wheel Assembly (RWA), which do not produce a turn ∆V. The
2007-01 model was meant to be an interim model until the next execution-error analysis.15

The 2007-02 model is based on the analysis of maneuvers from interplanetary cruise through September
2007 with OTM-129. This model was used from February 2008 through July 2012.1 No changes were made
to extract observed execution-error biases. This was the last update to the execution-error model of RCS
maneuvers on A-branch thrusters.

The 2008-01 model was an update to the main engine execution-error model, developed from a data set
of reconstructed main engine maneuvers from cruise through October 2008.9 Both main engine magnitude-
error biases identified in the 2008-01 study were removed via a change to the accelerometer scale factor by
−0.02% and to the tail-off impulse parameter by −3 mm/s. The 2008-01 RCS model is the same as the
2007-02 model.

The 2012-1 model is the latest execution-error model that has been in use since August 2012. The 2012-1
main engine model was developed from an analysis of 48 main engine maneuvers following propulsion’s Jan-
uary 2009 fuel-side repressurization through June 2012 (OTMs 180–326) and is described in this paper.3 The
2012-1 RCS model was generated using data from 49 RCS maneuvers following the March 2009 thruster
branch swap through July 2012 (OTMs 183x–328) and is discussed in this paper.6 The −4 mm/s fixed-
magnitude bias identified for main engine burns was effectively removed through a flight software patch to
the tail-off impulse parameter in July 2012. The proportional-magnitude bias was extracted by Propulsion
via a −1.5% change to the RCS thrust adjustment factor.10 The fixed-magnitude bias was removed by Navi-
gation by adding 0.8 mm/s to the estimated 5.0 mm/s deadband-tightening ∆V specified for RCS maneuver
designs. This 5.8 mm/s value serves as both a correction for the average deadband-tightening ∆V estimated
by Navigation and the fixed-magnitude bias observed in RCS maneuver executions.

APPENDIX B: MAXIMUM-LIKELIHOOD ESTIMATION

The Gates-model parameters are determined herein with maximum-likelihood estimation.16 In a coordinate
system whose x axis is parallel to the desired ∆V, the Gates model gives the following covariance:

PGates =

 σ2
1 + v2σ2

2 0 0
0 σ2

3 + v2σ2
4 0

0 0 σ2
3 + v2σ2

4

 , (1)

where v is the magnitude of the maneuver ∆V, σ1 and σ2 are the fixed and proportional Gates-model pa-
rameters for magnitude, and σ3 and σ4 are the fixed and proportional Gates-model parameters for pointing.
For any given maneuver, the Gates model is Gaussian N(0, PGates), but for a set of maneuvers with different
∆V magnitudes, it is not Gaussian because the standard deviation is a function of v. As a result, the standard
deviation of the execution-error model is not simply the standard deviation of the samples; it must be obtained
using a method like maximum-likelihood estimation. The procedure for this method is to derive a likelihood
expression as a function of the model parameters and then maximize the likelihood of the given observations.

First, the probability density function (pdf) for the magnitude error is

fm(x, v, σ1, σ2) =
[
2π(σ2

1 + v2σ2
2)
]−1/2

exp
[
−1

2

(x− µm)2

σ2
1 + v2σ2

2

]
, (2)
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where x is the magnitude error, µm = µ1 + vµ2 is the mean magnitude error, µ1 is the fixed-magnitude error
bias, and µ2 is the proportional-magnitude error bias. Then the likelihood function for magnitude errors, Lm,
is defined as the product of evaluations of fm for each measurement:

Lm(σ1, σ2) =
N∏
i=1

fm(xi, vi, σ1, σ2). (3)

Likewise, for the pointing error, a two-dimensional vector, the pdf is

fp(~x, v, σ3, σ4) =
[√

2π(σ2
3 + v2σ2

4)
]−1

exp
[
−1

2

|~x− ~µp|2

σ2
3 + v2σ2

4

]
, (4)

where ~x is the pointing error vector in units of velocity, ~µp = ~µ3 + v ~µ4 is the mean pointing error, ~µ3 is the
fixed-pointing error bias, and ~µ4 is the proportional-pointing error bias. The likelihood function for pointing
errors, Lp, is then defined as follows:

Lp(σ3, σ4) =
N∏
i=1

fp(~xi, vi, σ3, σ4). (5)

A weighted maximum-likelihood approach is constructed by raising each term in the likelihood function
to a power. For the magnitude errors, the exponent is the inverse of the reconstruction’s 1-σ uncertainty.
For pointing errors, the uncertainty is two-dimensional, so the inverse of the standard deviation of the error
along the pointing-error direction is used. The Gates-model parameters for magnitude errors are found by
maximizing Lm; likewise for pointing errors Lp. Here we maximize the natural logarithms of Lm and Lp,
rather than the likelihood functions directly (adding numbers instead of multiplying numbers). Because the
natural logarithm is a monotonically increasing function, the solutions will be the same.16

Based on the form of Eqs. 2 and 4, only two measurements are required to determine the parameters
(solving two unknowns requires two equations). It follows that with more measurements, more accurate
estimates will be produced.

APPENDIX C: PROCESSING OF MANEUVER DATA

In assembling the maneuver execution-error data that will be fitted, it may seem appropriate to just simply
subtract the reconstructed ∆V from the design ∆V in an inertial coordinate system like EME2000 to obtain
the maneuver execution error. However, this approach does not provide insight into the source of the error,
may not provide proper bias estimates, and may not be consistent with the orbit determination.

One issue is there are events associated with each maneuver that, although they may not be part of the
maneuver ∆V design, cannot be cleanly separated out in the orbit determination process. Consequently, the
∆V for each maneuver includes the design ∆V (∆VBURN + ∆VTURNS) plus any ∆V events related to the
maneuver, such as the ∆V from RCS firing to maintain attitude control deadband limits (deadbanding). This
sum of design ∆V and associated ∆V events will be herein referred to as the expected ∆V.

A second issue is the choice of coordinate system for expressing the errors. Since each maneuver ∆V
is in a different inertial direction yet is controlled by the onboard cut-off algorithm and attitude control
subsystem, spacecraft body-fixed coordinates are a natural choice for analyzing the execution errors. A
spacecraft coordinate frame already exists for Cassini, as seen in Figure 13: XS/C , YS/C , and ZS/C . The
ZS/C axis points from the high gain antenna to the main engine, the XS/C axis points away from where
Huygens was attached, and the YS/C axis completes the right-handed system. However, a coordinate system
with an axis parallel to the expected ∆V is preferred. The compromise is the thrust-vector-control (TVC)
coordinate frame with ZTV C parallel to the expected ∆V, XTV C parallel to the projection of XS/C onto the
plane perpendicular to ZTV C , and YTV C completing the right-handed system. The plane perpendicular to
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ZTV C is referred to herein as the pointing plane. With this type of coordinate frame, execution errors can
be expressed with two perpendicular components, magnitude and pointing. Magnitude errors are computed
simply by differencing the lengths of the reconstructed and expected ∆V vectors. Pointing errors are the
vector differences of the reconstructed and expected ∆Vs projected onto the pointing plane. They are given
in XTV C and YTV C components in m/s as they represent ∆V errors. Use of angular units is reserved for the
proportional component of the pointing errors.

Figure 13: Cassini-Huygens Spacecraft

The main engine uses an onboard accelerometer to measure
∆VBURN. The accelerometer scales its data with the scale fac-
tor, producing an acceleration measurement. Those measure-
ments are accumulated to provide increments of ∆V; the burn
is terminated when the commanded ∆V is achieved. The ac-
celerometer scale, therefore, affects the executed ∆V. If it is
too large, the executed ∆V will be too small, and vice-versa.
The ratio of the estimated accelerometer scale factor to the on-
board value can be used to correct the expected ∆V of main
engine burns:

∆Vcorr. expected = ∆Vexpected + (cMEA − 1)∆VBURN, (6)

where cMEA is the accelerometer scale factor correction ratio
(cMEA = Estimated Acc. S. F.

Onboard Acc. S. F. ). This ratio will be equal to 1 for
maneuvers that were executed using the latest estimate of the
accelerometer scale factor.

Unlike for main engine, ∆Vs for RCS maneuvers are com-
puted via a virtual accelerometer, which measures increments
of time, not ∆V. Increments of burn time are converted to in-
crements of ∆V via the classical rocket equation, which is where the onboard thrust primarily influences the
algorithm. When the accumulation of these increments reaches the desired ∆V, the burn is cut off. Hence,
if the onboard thrust value is too large, than the executed ∆VBURN will be too small, and vice-versa. Dis-
crepancies between the onboard and predicted thrust values have usually been due to either onboard values
not being updated since the previous maneuver or onboard values being updated with earlier predicts. Op-
erationally, these differences have been eliminated starting with OTM-100, when ground software started
automatically providing spacecraft commands to update the thrust with the latest predicted value. In order to
correct the expected ∆V maneuver, the predicted thrust should be accounted for. Analogous to cMEA, this is
accomplished by computing the ratio of the predicted thrust value to the onboard thrust value and applying it
to the RCS burn ∆V:

∆Vcorr. expected = ∆Vexpected + (cRCS − 1)∆VBURN, (7)

where cRCS is the thrust correction ratio (cRCS = Predicted Thrust
Onboard Thrust ). Using this ratio to correct the ∆V

assumes linearity of ∆V with thrust.
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