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Altair Navigation during Trans-lunar Cruise, lunar Orbit, 
Descent and Landing 

Todd A. Ely1, Martin Heyne2, Joseph E. Riedel.3 
Jet Propulsion Laboratory, California Institute of Technology, Pasadena, CA, 91109 

The Altair lunar lander navigation system is driven by a set of requirements that not only 
specify a need to land within 100 m of a designated spot on the Moon, but also be capable of 
a safe return to an orbiting Orion capsule in the event of loss of Earth ground support.  
These requirements lead to the need for a robust and capable on-board navigation system 
that works in conjunction with an Earth ground navigation system that uses primarily 
ground-based radiometric tracking.  The resulting system relies heavily on combining a 
multiplicity of data types including navigation state updates from the ground based 
navigation system, passive optical imaging from a gimbaled camera, a stable inertial 
measurement unit, and a capable radar altimeter and velocimeter.   The focus of this paper 
is on navigation performance during the trans-lunar cruise, lunar orbit, and descent/landing 
mission phases with the goal of characterizing knowledge and delivery errors to key mission 
events, bound the statistical delta V costs for executing the mission, as well as the determine 
the landing dispersions due to navigation.  This study examines the nominal performance 
that can be obtained using the current best estimate of the vehicle, sensor, and environment 
models.  Performance of the system under a variety sensor outages and parametric trades is 
also examined. 

Nomenclature 
altb   =   altimeter altitude bias factor 
velb   =   3-axis velocimeter surface relative velocity bias factor 
accb   =  accelerometer bias error vector 

     m m mt t t  r r  r    =   position vector dispersion from nominal at just prior to the maneuver time mt 

 a
mtr     =   sample actual position vector dispersion from nominal at just prior to the maneuver time mt 

 OD
mtr    =   position vector dispersion due to sampling the orbit determination covariance at mt 

     m m mt t t  v v  v     =   velocity vector dispersion from nominal at just prior to the maneuver time mt 

 a
mtv     =   sample actual velocity vector dispersion from nominal at just prior to the maneuver time mt 

 OD
mtv    =   velocity vector dispersion due to sampling the orbit determination covariance at mt 

     tot e a
m m mt t t  v v v     =   total velocity vector dispersion that includes the executed error at  time mt 

 c
mtv   =   commanded delta-V at time mt 

 e
mtv   = executed delta-V at time mt 
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accv  =  accelerometer  non-gravitationa l delta velocity measurement 

 1,xx j jt t  = n n  state transition matrix that maps from jtx  into  1jtx   

 1,xy j jt t  = yn n  state transition matrix that maps from the realization of dy at  jt into  1jtx  

 1,xp j jt t  = pn n  state transition matrix that maps from the realization of d
jtp  into  1jtx  

 1,j jt t    =  complete filter state transition matrix that maps jX  into 1jX  

 ,rr E mtt  = 33  state transition matrix that maps from  mtr  into Etr   

 ,vv E mtt  = 33  state transition matrix that maps from  mtv  into Etv   

h   =  local roughness of DEM within the circular radius defined by locR  at latitude L and longitude  

hx   =   local slope of DEM within the circular radius defined by locR  at latitude L and longitude  

 (), , ()r m m
k kh t tx y p  = scalar nonlinear measurement equation for instrument r with dependencies on

( ), ,  and  ( )m m
k kt tx y p  

 ,hL  =  elevation obtained from a DEM above the reference ellipsoid at latitude L and longitude   
r
kh =  y p  y  pn n n m m    -vector linearized measurement equation at time kt for instrument r  

jK   =  Kalman filter gain at time jt 

 1,
d

j jt tM  = p pn n  Markov transition (diagonal) matrix that maps from d
jtp  into  1d

jtp  

 1,i j jmt t   =  scalar diagonal component of  1,
d

j jt tM  

 0,N    =   random variate of a normal distribution with zero mean and  uncertainty 

acc  =  accelerometer misalignment matrix with off-diagonal components  , , , , ,acc acc acc acc acc acc
xz xz yz yx xy zx       

d
jq t   =  process noise strength for d

jwt  

jQ   =  process noise strength matrix associated with jW  

d
jtp  =  pn- vector of dynamic stochastic parameters at the time jt 

m
jtp  = pm - vector of measurement stochastic parameters at the time jt 

j
P  =   filter covariance at time jt prior to a measurement update 

j
P  =   filter covariance at time jt after a measurement update 
1m m

m
 P   =   filter covariance at maneuver time 1mt mapped to the maneuver time mt 

 mtr   =   position vector at maneuver time mt 

 mtr   =   nominal position vector at maneuver time mt 

 ,RL  =  radial distance of the Moon’s reference ellipsoid at latitude L and longitude   

locR   =   specified circular radius used to collect statistics for hx  and h  

DEMR   =  resolution of the DEM 
alts   =   altimeter altitude scale factor 
vels   =   3-axis velocimeter surface relative velocity scale factor 
accS   =  accelerometer scale factor matrix with diagonal components  , ,acc acc acc

x y zS S S  

m   =   measurement noise 1-sigma strength 

 , , ,fm pm fd  pd      =  Gates maneuver error uncertainties 

  =   time correlation constant in a 1st-order Gauss or Poisson Markov noise process 

x  =   spatial correlation constant in a 1st-order Gauss or Poisson Markov noise process 

 1 2
ˆ ˆˆ,,su uu   =  right handed unit vector set with ̂su along a maneuver vector and the others orthogonal to it 
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kt   =  measurement noise at time kt(also denoted as k) 

 mtv   =   velocity vector at maneuver time mt 
alt   =   altimeter measurement noise 
vel  =   3-axis velocimeter noise 

acc
it  =  accelerometer Gaussian white noise vector 

 mtv   =   nominal velocity vector at maneuver time mt 

d
jtw  = pn- vector of white discrete process noise at the time jt 

d
jwt   =  scalar component of d

jtw  

jW   =  complete filter discrete white process noise y p  y  pn n n m m    -vector at time jt 
M  =  angular velocity of the Moon 

jtx   =  n-vector of dynamic variables at the time jt 

jX   =   complete linear state y p  y  pn n n m m    -vector at time jt that is modeled by the filter 

ˆ
j
X   =   filter estimate at time jt prior to a measurement update 

ˆ
j
X   =   filter estimate at time jt after a measurement update 

kyt   =  scalar navigation measurement at time kt (also denoted as ky) 
alty   =   altimeter altitude measurement 
dy =   yn-vector of random bias parameters in the dynamic model 
my =  ym-vector of random bias parameters in the measurement model 
vely   =   3-axis velocimeter surface relative velocity measurement 

I. Introduction 

ltair, NASA’s Constellation program’s lunar lander project, is being designed to deliver humans and cargo to 
the lunar surface and then to ascend from the lunar surface and return crew/cargo back to the Orion capsule.  

The focus of this paper is to present the Altair navigation system architecture, operational concept, initial design and 
associated performance that have evolved from Altair’s key high level navigation requirements.  The project has 
established a design reference mission from which preliminary navigation performance of Altair can be determined 
and studied under nominal conditions, as well as for other architectural and/or design choices for Altair.  The project 
has supported the development of a navigation performance system design tool, called Lumina, that is used for 
covariance studies (in the current case), filter design (both optimal and suboptimal), and, potentially, as a component 
of a simulation test bed.  The focus of the current study is on the trans-lunar cruise, lunar orbit, and descent and 
landing mission phases.  Future efforts will investigate the ascent and subsequent rendezvous and docking with 
Orion. 

II. Navigation Key Driving Requirements 

The Constellation Architecture Requirement Document (CARD) is the program level requirements document 
that defines the key driving requirements that must be met in future human exploration of the Moon.  The CARD 
has five primary requirements that define the scope and capability of the Altair navigation system for Trans-lunar 
Cruise (TLC), lunar orbit, and landing.  They are, 
1. Altair shall perform navigation and attitude determination beginning with Earth orbital operations through 
Altair disposal. 

2. Altair shall land within a radial distance of no more than 100 (TBR) m of a designated landing point on the 
lunar surface for lunar Outpost Missions.4 

3. Altair shall land within a radial distance of no more than 1 (TBR) km of a designated landing point on the 
lunar surface for lunar Sortie Missions.5 

                                                           
4 This is draft language for a revision to the existing requirement and has been approved by the Altair project. 
5 This is draft language for a revision to the existing requirement and has been approved by the Altair project. 
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4. Altair shall return the crew to Orion independent of communications with Mission Systems. The related 
parent requirement is: The Constellation Architecture shall return the crew to the Earth surface independent 
of communications with Mission Systems during all mission phases. 

There are additional requirements that specify that Altair shall perform any needed statistical Trajectory 
Correction Maneuvers (TCMs) during TLC (including while mated with Orion) as well as the main deterministic 
maneuvers needed to insert into lunar orbit, de-orbit and land.  Collectively, these requirements specify the need for 
a robust and capable on-board navigation system in addition to the ground-based navigation system, and have 
shaped Altair’s navigation system concept of operation and design.  In particular, the need for automated precision 
landing capabilities (and later ascent, rendezvous and docking with Orion) coupled with need for a sufficient on-
board navigation capability in the event ground support is lost drive the functionality of Altair’s navigation system. 

III. Concept of Operations 

Since this paper’s focus is on the TLC, lunar orbit, and descent/landing phases of the mission this description of 
the concept of operations will cover the period from the Trans-lunar Injection (TLI) maneuver to touchdown.  
Surface operations, ascent, rendezvous/docking, and disposal will be covered in a later paper.   

A. Design Reference Mission 
It is helpful to begin this discussion by describing the Design Reference Mission (DRM) that forms the basis for 

nominal operations of the Altair vehicle.  Specifically, a conceptual flight profile (CFP), called CFP1-P, has been 
generated for a South Pole landing at the Shackleton crater, which has been selected by the Constellation program as 
location of a permanent lunar base.  For the purposes of this paper, CFP1-P begins with TLI which is executed by 
the Earth Departure Stage (EDS) and puts the combined Altair/Orion/EDS stack on a 4 day lunar bound trajectory.  
Twenty minutes after TLI the EDS is separated from the Altair/Orion stack.  During mated operations Altair is 
responsible for all vehicle attitude and translational maneuvers beginning with a sequence of 4 TCMs performed 
using Altair’s Reaction Control System (RCS) engines to correct for maneuver execution errors, trajectory 
dispersions and orbit determination errors. These TCMs are designed to target the nominal lunar orbit insertion 
orbital parameters (typically a 100 km perilune altitude and a 90° inclination for CFP1-P).  The first TCM occurs 3 
to 6 hours after TLI and its primary purpose is to correct for TLI execution errors and, as will be shown, is typically 
the largest of the TCMs.  The other TCMs occur at 1 day after TLI, 1 day prior to lunar Orbit Insertion (LOI), and 
the final one at 6 hrs prior to LOI.  These TCMS are used to correct for orbit determination errors and trajectory 
dispersions induced by non-gravitational disturbances (the nature of which will be discussed later).  After 
approximately 4 days of TLC, Altair will perform the lunar Orbit Insertion (LOI) burn using its main engine to 
achieve a ~2 hr polar 100 km x 100 km altitude parking orbit.  The Altair/Orion stack will loiter in this orbit for 
upwards of a day in preparation for separation from Orion, then de-orbit and land.  About 6 hours after LOI a final 
TCM will be performed to correct for LOI insertion errors.  The sequence for descent begins at about 2.5 orbital 
revolutions prior to the Powered Descent Initiation (PDI) and begins with the separation sequence from Orion 

 
Figure 1: Illustration of typical Altair lunar descent sequence (courtesy of Ron Sostaric). 
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begins with Orion performing the separation maneuver.  At 1.2 revolutions later, if necessary, a Plane Change (PC) 
maneuver will be performed to line up the orbital plane with the descent plane to enable a landing at a desired 
longitude location on a near South Pole latitude (for CFP1-P this maneuver is not required).  At ½ rev prior to PDI 
the final in-orbit maneuver, called the De-Orbit Insertion (DOI), occurs and places Altair in a 100 km x 15.24 km 
altitude transfer orbit.  At the perilune of this orbit (i.e. at a 15.24 km altitude), Altair initiates the landing sequence 
that, in this nominal design, lasts 752 seconds.  There are three main sequences associated with powered descent and 
are illustrated in Figure 1: the Braking Phase/Pitch-Up, Approach Phase, and Terminal Descent.  All of these phases 
require fully closed-loop navigation guided burns.  The Braking Phase of descent is used as the primary deceleration 
phase where most of the vehicles kinetic energy is burned off.  The phase lasts for about 10 minutes until about 2 
minutes prior to touchdown.  The attitude is primarily horizontal with the thrust vector opposite the velocity vector.  
At the end of this phase the vehicle performs an attitude change to have the thrust vector pointed upward along a line 
that has a 10° pitch from vertical.  This attitude allows for improved visualization of the approach to landing, 
assessment of hazards, and, if necessary, re-designation of the landing site to somewhere nearby to avoid hazards.  
The Terminal phase is the final one and is a vertical descent beginning 100 m off of the surface; it begins with a 
nearly zero horizontal and a constant vertical descent velocity of 1 m/s and ends at touchdown. 

B. Altair Ground-Based Navigation Concept of Operations 
Altair’s ground-based navigation capability is centered on a network of tracking stations that are distributed 

across the globe and form the Earth-Based Ground System (EBGS).  In the era of Apollo the Manned Space Flight 
Network (MSFN) consisted of 12 land and sea-based tracking stations.  Part of the MSFN was the Deep Space 
Network (DSN) that still operates today in support of deep-space missions that need radiometric tracking and 
communications.   The DSN is located in three locales:  Goldstone in California, Madrid in Spain, and Canberra in 
Australia.  The DSN forms the basis of the EBGS plus three additional proposed sites at Santiago in Chile, 
Hartebheesthoek in South Africa, and Usuda in Japan.  This form of the EBGS is referred to in this paper as the 
IDAC4B network configuration which is so named because it was during the Constellation program’s 4B Integrated 
Design and Analysis (IDAC) analysis cycle that this form of the network was identified.  The locations of these 
networks and stations are illustrated in Figure 2.  It is worth noting that the additional stations for IDAC4B are 
typically located in the opposite hemisphere of a corresponding DSN station with a significant North/South baseline 

 
Figure 2:  Location of the DSN, IDAC4B network, and the Apollo network (the MSFN).  Note that the DSN is common to 
all the networks and its stations are identified by the blue circles, the additional stations for the IDAC4B network are 
identified by a green square and the additional stations for the Apollo network by the red diamonds. 
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between the stations (i.e., Santiago in Chile is South of Goldstone in California).  As will be seen in later 
performance studies this provides for a significant geometric diversity in radiometric tracking that yields good 
navigation solutions with a smaller number of stations than were present during Apollo.   
Nominally, for operations beyond Low Earth Orbit (LEO) the EBGS will continuously collect 2-Way range and 

Doppler measurements (with stations that have a line of site above a nominal 10° elevation mask) on a 60 second 
interval using the DSN stations.  The additional stations in the network are nominally receive only stations 
collecting 3-Way Doppler tracking data.  This data is processed on the ground to obtain a solution of Altair’s current 
state (i.e., position and velocity).  The state is also telemetered to Altair (called a ‘state vector update’) for use in its 
on-board navigation as often as every few minutes to a few hours.  For the present simulations and results it is 
assumed that state vector updates are provided every 10 minutes.  This information will also be used by the ground-
based Mission Support to assess Altair’s trajectory dispersions from nominal and whether a TCM will be warranted 
at the designated time.  At approximately one hour prior to a designated maneuver opportunity (TCMs or 
deterministic maneuvers), a final navigation solution is determined.  This solution forms the basis of a maneuver 
design that will re-target the vehicle back to its nominal trajectory (in the case of TCMs) or modify a deterministic 
maneuver that targets a desired trajectory outcome (i.e., lunar orbit insertion, de-orbit, etc.).  This solution is also 
uploaded to Altair for execution and incorporation into its navigation process.   During and after maneuver 
execution, ground based Doppler tracking is used for a quick assessment of burn performance, afterwards spacecraft 
telemetry including Inertial Measurement Unit (IMU) data will also be used to assess the burn.  This process 
continues until about 10 minutes prior to PDI or until the EBGS loses its line of sight to Altair, whichever is earlier.  
After this time, the entire descent and landing sequence is completely an on-board Guidance, Navigation, and 
Control (GNC) problem. 

C. Altair On-Board Navigation Concept of Operations 
Even though Altair’s on-board navigation functions are nominally focused on descent and landing, ascent and 

rendezvous/docking with Orion, the on-board navigation function begins with trans-lunar cruise.  This is 
necessitated by the fact that Orion (which may have Altair mated to it) must be capable of a safe return home to 
Earth without ground support or, if Altair is unmated, to safely return to Orion without ground support.  This 
requirement implies the need for an on-board system that is capable of automated and/or crew-assisted navigation 
with the potential for a trajectory design function in case an abort trajectory must be executed by the crew.  As 

 
Figure 3: Schematic of a conceptual Optical Navigation Sensor System (ONSS) 
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mentioned in the prior section, Altair’s on-board navigation system is getting frequent state updates from the ground 
that uses this information to discipline the on-board navigation solution via processing the state and associated 
covariance as measurements in the navigation solution process.  In the event that ground support is lost, the ground 
states will not be uploaded and without any additional navigation data the solution accuracy would quickly go stale 
and degrade.  To prevent this Altair will take passive optical pictures of stellar, solar system celestial objects, and 
surface landmarks using a gimbaled optical navigation sensor (aka, Optical Navigation Sensor System, ONSS) that 
consists of both a Wide Angle focus Camera (WAC) and a Narrow Angle focus Camera (NAC).  As will be seen, 
this camera system is also crucial for nominal operations for descent and landing.  Details of this system are 
described in a companion paper by Riedel.1  A diagram of a conceptual device is shown in Figure 3.  It should be 
noted that the NAC Field Of View (FOV) is 1.4° which is sufficient to image lunar landmarks from Earth orbit to 
low lunar orbit and the WAC’s FOV is 20° which allows for imaging of lunar landmarks while in low lunar orbit 
and during landing.   
Operationally, the 2-Degree Of Freedom (DOF) gimbal allows for imaging of celestial objects without having to 

perform vehicle attitude changes provided the vehicle doesn’t obstruct the cameras’ fields of view.  While enroute to 
the Moon, the nominal plan for using the ONSS is to image the lunar landmarks with the NAC every 10 minutes.  
Each picture contains 10 to 20 unique landmarks that will be identified from a global lunar topographic map.  This 
identification process will locate the image on the map, and then knowing the relationship between map coordinates 
and inertial space enables the landmark tracking to be used for absolute navigation of Altair (this process will be 
referred to as OpNav).  Since the images of the Moon also include a star background the combination of the two 
provides for a precision camera pointing fix with an uncertainty of 2.5 µrads (1) that is several orders of magnitude 
better than can be provided by the attitude estimation system alone which is 1.3 mrad (1).  At about a day away 
from the Moon the WAC can begin resolving landmarks on the Moon and starts imaging, however as Altair inserts 
into a lunar orbit the Moon fills the field of view of both cameras and the additional pointing accuracy from the star 
background is no longer available.  Nonetheless each image provides a method for Altair to determine its location in 
absolute space, and when imaging the landing site relative to that as well.  During low lunar orbit the imaging 
campaign with both cameras continues with over flights of the landing site.  Imaging the landing site allows for 
Altair to solve for the map tie error between the digital topography of this site and the Moon’s body fixed (as well as 
the associated inertial frame) which subsequently improves Altair’s landing knowledge in both landing site relative 
coordinates and inertial space.  After DOI the picture frequency increases to every 20 seconds, and just prior to PDI 
the NAC stops imaging (because the camera is visualizing too small an area to be useful) and the WAC increases its 
imaging to every 5 seconds so that the dynamic changes that occur during the descent and landing phase can be 
captured.  Prior to descent and landing imaging with the ONSS is used primarily for navigation in the event of loss 
of ground support, however for descent and landing the ONSS is necessary for achieving a precision landing. 
In addition to the ONSS, Altair has a Terminal Descent Radar System (TDRS) that will be used to estimate 

Altair’s surface-relative altitude and velocity. The Altair TDRS is based on the radar that is being readied for the 
Mars Science Laboratory (MSL), which will be launched in 2011. The MSL radar uses pulse-Doppler technology to 
simultaneously provide estimates of altitude and velocity.2  The altimeter’s operational slant range of the TDRS is 
20 km, and the velocimeter is active when the surface relative speed is ≤ 210 m/s.   The measurement rate of the 
TDRS is 20 Hz and, as with the ONSS data, will be processed by the Altair navigation filter to determine solutions 
for the position and velocity.  Processing the altimeter data in the filter presents a unique challenge in regard to 
appropriate deweighting of the data to account for terrain variations from where the radar beam actually strikes the 
surface and where the filter ‘believes’ the radar strike occurred.  Details of the deweighting procedure will be 
described later in this paper.    
The final navigation sensor involved in the nominal sensor suite is Altair’s Inertial Measurement Unit (IMU) that 

measures non-gravitational accelerations (using a redundant set of 4 accelerometers) and attitude rates (using a 
redundant set of 4 rate gyros).  Focusing on the IMU’s accelerometers, their use in navigation is primarily for 
measuring maneuvers however other options to measure low level non-gravitational disturbance accelerations are 
being contemplated by the Altair GNC team.  For maneuvers that occur prior to the descent sequence the IMU is 
used to control the commanded delta-V of a burn and will cut off the burn when the desired delta-V has been 
achieved.  However, for descent and landing the IMU accelerometer data is coupled with the other navigation sensor 
data in the navigation filter to produce current state position and velocity solutions (as well as predicted solutions) 
that drive the guidance and control process to achieve the desired landing target position and velocity (versus only a 
delta-V target with other the maneuvers).  Given that there are other high frequency data (i.e., the altimeter and 
velocimeter) and optical data that need to be combined it is prudent to process the IMU accelerometer’s delta 
velocity measurements (i.e., the integrated non-gravitational accelerations) in line with these other data in the 
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navigation filter.  Doing so ensures that the filter remains optimal and all stochastic processes are handled 
consistently, resulting in a robust solution that takes advantage of all data. 
In addition to the navigation sensors that have already been discussed, Altair has a Terrain Hazard Detection 

Sub-System (TDHSS) that measures the local topography using a flash lidar (which is currently in technology 
development by the ALHAT project).2  The system assesses the local terrain for hazards and, if present, 
recommends a trajectory divert to a new safe landing site.  While this system certainly plays a role in the navigation 
system it is not be considered in this initial study for its impact on navigation dispersions.  
A conceptual design of Altair’s on-board navigation system with sensors, functional blocks, and major data 

flows is illustrated in Figure 4.  Altair’s navigation requirements to land precisely as well as navigate on its own (in 
the event loss of ground support) specify the need for a capable and robust navigation function.  As illustrated in 
Figure 4 any navigation sensor data (ONSS landmark locations, ground-based solutions, S-Band radiometric 
tracking to Orion, IMU non-gravitational delta velocities, etc) are preprocessed in a measurement processor and then 
combined in an optimal state estimation component.  Given that the system is must be robust in the event of a 
component failure and fairly autonomous (when there is no ground support) the design may include a filter bank of 
estimators that will employ probabilistic methods to determine a ‘best’ filter and ‘best’ estimate.  An example of an 
entry application with filter banks is provided in Ref. 3.  Details of this approach for the on-board filter design 
remain for future design work.  The state estimation process yields solutions to Altair’s absolute trajectory in inertial 
space and when appropriate, such as landing, a target relative trajectory.  These estimates and other data products are 
provided to the crew and to the guidance and control system.  During landing, GNC is a closed loop real time 
process.  In other mission phases the navigation data is used for flight path control via designing and executing 
TCMs and the other planned maneuvers.  Nominally, the ground provides maneuver solutions and uploads them to 
Altair for execution; however the on-board navigation system is also performing the same function with the on-
board maneuver solutions being used to check the ground results.  In the event of loss of ground support, Altair 

 
Figure 4:  Conceptual design of Altair’s on-board navigation system that highlights major functional blocks, data flows, 
and sensor feeds 
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would continue with the nominal plan or design and execute a new trajectory to return to Orion (the selected 
approach depending on circumstances).  

IV. Navigation Performance Analysis Methodology 

A. Covariance Study Approach 
The analysis described in this paper uses a current state batch sequential, UD-factorized Kalman filter for state 

determination.  The filter is part of JPL’s operational navigation toolkit called Monte that provides a set of callable 
functions for the design, estimation, and control of spacecraft trajectories.  Monte is object-oriented software that 
has been programmed in C++ and uses a Python front end for accessing objects and methods.  Python scripts drive 
the Monte toolkit to configure and execute particular scenarios of interest.  For this analysis, a Python-based tool 
called Lumina is used to incorporate the CFP, establish the appropriate measurement models, simulate the 
observables, configure the filter to estimate a user defined set of parameters, and drive the filter’s estimation process 
over the length of the trajectory with solution and covariance mappings to times of interest (i.e., LOI, PDI, and 
landing).  Other than the dynamic variables (i.e., positions and velocities), which by design have to be estimated, the 
filter can model any parameter as an estimated random variable, as an estimated stochastic variable with a defined 
process noise model, or as an unestimated consider parameter.   
Bierman (Ref. 4) provides a thorough review of the sequential, UD-factorized Kalman filter.  For convenience 

some of the relevant linearized discrete system models are discussed now.  The discrete model of a linearized 
dynamic stochastic system is defined as follows, 

 
   

1 1  1  1

1 1

( ) ( ,)() ( ,) ( ,) (),

( ) , () ,

d d
j  xx j j  j  xy j j  xp j j  j

d d d d
j j j j j

t t t t t t  t t t

t t t t t

     

 

  

 

x x y p

p M  p w
 (1)  

where ()x  is an n-vector of dynamic variables (i.e., inertial position and velocity, landing site relative position and 

velocity, etc.), dy is an yn-vector of random, time-independent parameters in the dynamic model (superscript ‘d’ 

denotes dynamic model), and ()dp is thepn-vector of dynamic stochastic parameters.  The state transition matrices 

 1 1 1( ,), ( ,), ( ,)xx j j xy j j xp j jt t t t t t    define the linearized dynamic model and are found via numerical integration 

of the associated variation of parameters equations  ,d d x y p .  The pn-vector d
j w  is a white discrete noise 

process.  The discrete white Gaussian scalar noise process  d d
i j  j jw t tw  conforms to the following statistics, 

     0, , 0d d d d d
i j i j i j  i j jk  i jE wt E wt wt qt q t             .  (2)  

The noise process can also be Poisson; a detailed discussion on both the discrete Gaussian and Poisson noise 
processes and their interactions with linearized system dynamics is provided by Ely (Ref. 5). The diagonal Markov 

transition matrix        1 1 1  1, , , , ,
p

d
j j j j  n j jt t diag m t t m t t  M 

 
defines the ‘shape’ of the associated noise process 

()dp .  The available process noise models include: 

1. Discrete Gaussian or Poisson white noise with  1, 0i j jmt t  .  

2. Discrete 1st-order Gaussian or Poisson Markov noise with     1 1, expi j j j jmt t t t     where  is 

the time correlation constant.  For noise that is state dependent the Markov transition function is  

       1 1, expi j j j j xmt t xt xt       where x is the spatial correlation constant and x is the 

state coordinate of interest. 

3. Discrete random walk with  1, 1i j jmt t  . 

Likewise, the linearized discrete measurement model for a scalar measurement from instrument r at time kt that 

relates to the filter state parameters at time jt can be described generically via, 



 
American Institute of Aeronautics and Astronautics 

 

 

10

 


 

   


(), , ()
(, )() (, ) (, ) ()

()

(), , () (), , ()
(,) () ,

()

r m m
k kr d d

k xx k j j xy k j xp k j j

k

r m m  r m m
k k  k km m m r

k j j km m
k

h t t
yt tt t tt tt t

t

h t t h t t
tt t v t

t


     

 
 

 

x y p
x y p

x

x y p x y p
y M p

y p

 (3)  

where the superscript ‘m’ on the random constants and the stochastic parameters refer to those parameters in the 

measurement model that are also included in the filter state vector where my is the ym-vector of random, time-

independent parameters in the measurement model, and ()m p is the pm -vector of stochastic parameters and kvt  

noise is typically zero mean Gaussian with an uncertainty of r .  The complete linearized dynamic stochastic 
system for the filter takes the form, 

  1 1,j j j j jt t  X X W,  (4)  

with, 
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x 0 0  0

y 0  I  0 0 0  0

p 0 0 M 0 0 wX W

y 0 0 0 I 0 0

p 0 0 0 0 M w

    (5)  

where for simplicity in notation the time argument jt has been replaced with the subscript ‘j’ on selected 
components.   The measurement model also takes the compact form, 

 ,r r  r
k j j ky v hX  (6)  

with, 

 
     , , , , , ,

(, ) (, ) (, ) (, )

m m m m m m
k k k k  k kr m

j xx k j xy k j xp k j k jm m
k k

h h h
tt tt tt tt

   
       

x y p x y p x y p
h M

x y p
      (7)  

The process noise *
,ij jw W for each stochastic parameter is applied on a specified interval that is unique to that 

process.  The union of the intervals from all the stochastic parameters defines the time sequence of ‘batches’ that the 

filter uses for applying process noise.  That is, the collection of batches define the sequence jt and the filter will 
do a time update to the current batch time and apply process noise to parameters whose batch interval boundary falls 
on the current jt.   

The formal recursive filter process equations are now briefly described.  The word formal is used to 
acknowledge the fact that the actual recursions in Monte are implemented in a numerically stable UD-factorized 
form with the specific algorithms found in Bierman (Ref. 4).  The versions illustrated below are in the original 
Kalman form and can easily become unstable in many deep space navigation problems, however they illustrate the 
process in a form that is amenable to interpretation.  Now, assume that the filter recursion is at the time jt, the filter 

begins by performing a sequence of measurement updates that serially process all the measurements that fall within 

the interval 1,j jtt , and apply to the filter state on the batch boundary at time jt.  It should be noted that in the 

current simulation the measurements have already been time ordered; however in the reality the measurements from 
different sensors will most likely occur asynchronously and sometimes simultaneously.  The batch implementation 
of Monte is ideal for this reality because an on-board application would buffer the measurement stream during the 

interval 1,j jtt  and then sort and sequence the data in time.  At the end of these updates a new solution for the 

filter state vector ̂ jX at time jtis produced, where the ‘̂’ signifies the filter state solution.  This yields the expected 

value of the state conditioned on all of the measurements up to the time kt, that is,  

 ˆ | with  ,,r r
j j k  k k oE y y r    X X Y  Y    and 1k jt t .  The solution is found using a scalar measurement update, 
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where the covariance is defined as   
T

ˆ ˆ
j j j j jE    

  
P X X X X  and can be found with, 

   Trj j j j
  P I K h P.  (9)  

The measurement update is performed repeatedly until all the measurements in the interval 1,j jtt  have been 

processed.  Finally, the time update process pushes the solution forward to 1jt.  The state update takes the form, 

  1 1
ˆ ˆ,j j j jt t 
 X X  (10)  

and the covariance is updated using, 

    T
1 1  1, ,j j j j j j jt t t t 
    P P Q .  (11)  

The measurement process now repeats for the filter state at time 1jt. 

Great care has been taken to model the scenarios and associated error processes with sufficient fidelity to ensure 
that the filter covariances generated by Lumina are optimal and can be used to assess navigation  performance.   
Details of the specific error models and their considerations will be discussed in a later section.  Lumina can also 
produce solutions for the filter states, but rather than do a Monte Carlo with many runs, a single run’s covariance 
results are sufficient.  Covariance studies such as this allow for efficient evaluation of a variety of navigation 
architectures and parameter sensitivities. 

B. Maneuver Analysis Approach 
In addition to the filter modeling just described, Lumina utilizes Monte’s linearized Monte Carlo statistical 

maneuver analysis function called LAMBIC (Linear Analysis of Maneuvers with Bounds and Inequality 
Constraints) that uses the linear variations around the nominal trajectory to determine maneuvers and associated 
statistics to return a sample trajectory back to nominal.  A brief review is given now, however more detailed 
descriptions can be found in Refs. 6 and 7.  The Monte Carlo statistics are gathered on a large number of sample 
trajectories; in the current analysis 10000 is chosen.  Even though this is a significant number, the simulation still 
proceeds quickly because it uses pre-computed linearized mappings. 
The process proceeds as follows, at a maneuver opportunity time, saymt, a dispersed dynamic state ()mtx  

(where the -notation  has been introduced to emphasize these are deviations from nominal) is generated via 

sampling the covariance of the trajectory that has been mapped from the last maneuver opportunity at 1mtto the 

current one at mt.  The mapped covariance 
1m m

m
 P  is found using, 

           
1T T1 1 1

1 1  1 1 1
0

, ,  ,  ,
n

m m n n n i n i
m i i m i i  i i j i i

i

tt tt tt tt


    
     



       P P Q  (12)  

and is subsequently sampled to get the dispersed state    10, m m
m mt  x N P  where N  is a vector normal 

distribution.  Note that the mapping includes orbit determination errors from the prior maneuver at 1mt, via 1m

P , 

and all the accumulated process noise jQ  that has dispersed the trajectory during the interval  1,m mt t .  Now this 

sampled state is used to design a maneuver that targets the dispersed trajectory back to the nominal trajectory at the 
encounter opportunity Et using a fixed time analysis.  The procedure for this is found by first examining the linear 

mapping of state deviations from nominal at the current time mt to the encounter time Et.  First, decompose the 

dynamic state vector x into positions and velocities with  ,x rv  and the associated state transition matrix as, 

 E E

E

E E

(, ) (, )
(, ) .

(, ) (, )
rr m rv m

xx m

vr m vv m

tt tt
tt
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  (13)  
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Now the sample state just found       ,m m mt t t  x r v
 
defines the expected trajectory dispersions from 

nominal at m
tbut just prior to the maneuver.  That is, 

 
     

     

,

,

m m m

m m m

t t t

t t t













r r  r

v v  v




.  (14)  

where the appearance of the superscript ‘-’ refers to before the maneuver and ‘+’ will be used to represent after the 

maneuver.  The commanded delta-V that is to be determined, defined as      c
m m mt t t  v v v , is found by 

targeting the linearized trajectory to zero out the displacement vector at the fixed encounter time Et (i.e., Etr 0

), but leaving the miss velocity as a free parameter.  This problem can be posed as, 
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0 r

v v v
.  (15)  

Solving for  c
mtv  yields, 

      c 1
E E(, ) (, )m rv m rr m m  mt tt tt t t   v r v .  (16)  

This is a fixed time solution for the commanded maneuver, future investigations will examine the impact of letting 
the arrival time vary (which typically reduces total delta-V costs).  Now in this specific Monte Carlo instance the 
trajectory is further dispersed by sampling the orbit determination knowledge covariance solution at mt 

      OD OD, 0,m m  mt t  r v  N P  (where  0,m
N P  is a vector draw from the vector normal distribution of 

covariance m
P).  To get covariance m

P, the filter has been processing data up to a Data Cut-Off (DCO), nominally 

1 hour prior to the maneuver, and the filter’s solution covariance m DCO

P at this time m DCOt  is mapped forward to mt 

to produce the desired covariance.  These dispersions are added to ()mtx  to yield the actual dispersions 

     a OD
m m  mt t  t   r r r  and      a OD

m m  mt t  t   v v v  where ‘a’ stands for actuals.  The executed 

maneuver  e
mtv  is determined via augmenting the commanded maneuver  c

mtv
 
with the maneuver execution 

errors as follows, 
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 (17)  

where    c c
ŝ m mt t u v  v  is the unit vector in the direction of the commanded burn, and 1 2

ˆ ˆ 
ŝ u u ucomplete 

a right-handed system with the choice of orthogonal direction for 1̂uarbitrary,  *0,N   represent a normally 

distributed draw of the Gate’s error model  , , ,fm pm fd pd    ( fixed magnitude, proportional magnitude, fixed 

direction, proportional direction) uncertainties that are associated with the engine (or set of engines) executing the 
maneuver.  The Gate’s models for Altair’s engines have been described previously in Ref. 2 and will be repeated 
later with the other error models for completeness.  Now the executed delta velocity is added to the dispersed 

velocity to yield a total velocity increment      tot e a
m m mt t t  v v v .  Now the total dispersed state 

    a tot,m mt t r v
 
is mapped forward to the encounter time for computing an actual miss distance (aka, delivery 

dispersion).  The process continues through all the maneuvers and encounter times to finish the simulation of one 
sample trajectory.  The remaining sample trajectories (for a total of 10000 in the current study) are simulated in the 
same way.  Statistics for the Monte Carlo simulation are accumulated on the delta-V cost for all the maneuvers and 
for delivery dispersions at each of the encounters. 
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C. Lumina 
The relationship between the Lumina tool and the Monte toolkit is illustrated in Figure 5 where it can be seen 

that a Lumina simulation is broken into two separate runs.  The first part shown to the left of the figure is a truth 
simulation, which represents a model of the actual – but unknown – environment, vehicle, sensors, trajectories, etc.  
The second shown on the right in the figure is a nominal simulation, which represents a model of the known 
environment, vehicle, sensors, trajectories, etc.  The objective of the truth simulation is to produce a set of 
measurement observables from the beginning to end of the scenario timeline.  These observables are produced from 
the so called ‘true’ deterministic and stochastic models, and include corrupting the observables with noise.   Lumina 
controls the simulation via commanding Monte to construct the objects necessary to first compute the truth 
trajectories and then the observables in a manner that is consistent with the defined geometry and operational 
constraints (i.e., radiometric tracking passes for the Earth tracking stations are above an elevation angle of 10°.)  
Then a nominal run is initiated in which Lumina constructs the Monte objects to create the nominal trajectories and 
the filter models in accordance with the specifics of the particular run (which can include dynamic events for the 
filter states such as changing stochastic models).  The measurements are then loaded and presented to the filter in a 
(simulation) time ordered stream that pushes the filter solution recursion forward in time to the end of the 
simulation.  Lumina collects relevant solution data on a user determined interval while the filter recursion proceeds 
forward, when done the data is written to output files and plotted.  

D. Navigation sensor and Tracking Errors and Modeling 
The suite of navigation data processed in the scenario includes: 

 
Figure 5:  Lumina and Monte Interface 
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1. 2 and 3-Way Doppler and 2-Way range from the EBGS,  
2. Landmark tracking from the ONSS from both the narrow and wide angle cameras,  
3. Nadir pointed altimetry and 3-axis surface relative velocimetry data from the radar,  
4. Non-gravitational delta velocities from the IMU accelerometer.   

The current simulation has 3-Degrees of Freedom (3-DOF) plus a prescriptive attitude profile that does include the 
effects of pointing errors (as a stochastic process) from the ONSS and the IMU.  Future versions of the simulation 
will have higher fidelity attitude error modeling to better predict the attitude errors for the ONSS, IMU and the 
radar.  Furthermore, the current results do not consider use of the THDSS – the goal of the present study is to bound 
the landing dispersions due to the navigation instruments on a nominal flight profile and not issues associated with 
hazard detection system.  Furthermore, future studies will also investigate the role that in-situ radiometric tracking 
from a lunar Network of orbiting and ground terminals or from Orion itself could play in improving overall 
navigation performance and robustness. 

1. EBGS 2 and 3-Way Doppler and 2-Way Range 
In all the tracking networks considered in this study (DSN-only, the IDAC4B network, and the Apollo network) 

there are two classes of stations – primary and receive-only.  The primary stations nominally are the only stations 
that provide 2-Way radiometric tracking that includes 2-Way coherent Doppler and pn-sequence derived ranging.  
The stations that nominally fill the primary role are the DSN stations that include, 

1. Goldstone, California, 
2. Madrid, Spain, 
3. Canberra, Australia. 

The other stations are nominally receive-only and opportunistically collect 3-Way Doppler data via tracking an 
incoming signal that originated from one of the primary stations.  For this system to work well the receive-only 
station clocks need to be synchronized with the DSN stations and be extremely stable with an Allan Deviation of 
1.E-13 or better for a 1 day integration time.  Likewise the primary stations require the same or better frequency 
references.  It should be noted that current DSN stations are an order of magnitude better than the 1.E-13/day and 
have 5 microsecond time accuracy relative to each other.  The simulation uses an elevation mask of 10° to determine 
rise/set times for each station and collects data every 60 seconds.  Furthermore there can be only one primary 2-Way 
station at a time so rise/set overlaps between primary stations need to be de-conflicted and determine the handover 
between stations.  Around each handover is a 10 minute period to account for the transition of operations from one 
primary station to another.  For the 3-Way stations Lumina does the set arithmetic to determine the appropriate 

Table 1: EBGS radiometric tracking errors and station location uncertainties 

Error Source Filter 
Parameter 
Type 

A Priori 
Uncertainty 
(1) 

Update 
Time 

Reasoning/Comments Reference 

S-Band 2/3-way 
Doppler Noise 

– 0.674 mm/s @ 
60 sec 

– RSS of 1 mm/s @ 60 s (3) for 
the CTN and 0.3 mm/s @ 60 s (3 
s) for Orion 

Proposed 
Constellation 
requirements 

S-Band 3-Way 
Doppler Bias 

Estimate 
Random 
Bias 

0.3 mm/s Per pass A.D. at 1e-13/day yields an 
equivalent of 0.03 mm/s - 0.1 
mm/s represents a conservative 
bound 

Proposed 
Constellation 
requirements 

S-Band 2-way Range 
Noise 

– 6.5 ns  
(~ 1.95 m ) 

– RSS of 4.5 m@60 s (3 ) for the 
CTN and 4.5 m@60 s (3) for 
Orion. 

Proposed 
Constellation 
requirements 

S-Band 2-Way 
Range Bias 

Estimate 
Random 
Bias 

6.5 ns  
(~ 1.95 m) 

Per pass RSS of 9 m (3) for the CTN 
and 9 m (3) for Orion. 

Proposed 
Constellation 
requirements 

Station Locations Consider 10 cm – DSN level errors - including all 
tidal loads, drifts, and GPS based 
surveys 

Current 
practice  for  
DSN supported 
missions 
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receive-only stations that are active at any given time.  The tracking errors, station location uncertainties, and how 
the filter treats any associated measurement parameters are delineated in Table 1.  Detailed mathematical derivations 
of the Doppler and range measurement modeling and processing is provided by Moyer (Ref. 8). 

2. ONSS Landmark Tracking 
Recall that during trans-lunar cruise only the NAC is imaging.  For this simulation the NAC is always pointed 

towards the center of the Moon and imaging lunar landmarks; taking an image every 10 minutes.  The NAC stops 
imaging at about 10 minutes prior to PDI.  After this time the NAC field of view exposes too small of an area to be 
useful for navigation.  The WAC doesn’t begin imaging until it is sufficiently close to the Moon to resolve 
landmarks.  In the present simulation this is about 1 day from LOI.  The WAC also takes images every 10 minutes, 
until DOI when the frequency increases to every 20 seconds during the transfer orbit to PDI, and then after PDI the 
frequency increases again to every 5 seconds until 10 seconds before landing (which is when dust from the engine 
plumes might begin obscuring the images).  When Altair gets close to the landing site, the camera will shift from 
nadir pointing (i.e., to the center of the Moon) to pointing to the nominal landing site location.  In the current 
simulation, this occurs at 2 minutes prior to landing.   
The process of identifying landmarks from an image and associating them with locations on a predefined lunar 

landmark database is explained in further detail by Riedel (Ref. 1).  Also, Owen (Ref. 9) provides an overview the 
optical navigation and associated measurement modeling.  For the purposes of this simulation it is sufficient to 
construct the observables (i.e., each landmark location) in each image by populating the landmarks randomly and in 
each subsequent image producing a new set of random landmarks.  These random landmarks are cataloged in the 
truth run and then provided to the nominal run as the known landmarks.  Each landmark location identified in an 
image represents an observable that is communicated to the filter as line and pixel locations in the camera frame that 
have added error due to camera image noise.  The camera frame is defined in the focal plane of the camera and is 
used to identify the location of an illuminated pixel in the camera field of view.  Details of the associated error 
processes are discussed next and shown in Table 2.   
Nominally the landmark locations are not estimated by the filter – the uncertainty in their locations is handled by 

the filter via introducing a Digital Elevation Map (DEM) resolution error that is modeled as white noise on each 
measurement.   The exception to this process is that there are 5 landmarks around the nominal landing site that have 
been predefined and their locations will be estimated – hence the DEM error in these cases is handled as an initial 
location uncertainty.  The purpose for this will be revealed shortly.  In future simulations the landmark identification 
software from Ref. 1 and a predefined lunar DEM will be utilized for the performance studies.   It has been 
requested by the Altair project that NASA’s lunar Mapping and Modeling Project (LMMP) produce from lunar 
Reconnaissance Orbiter (LRO) data a global lunar DEM with a 25 m resolution, and at for regions with a 5 km 
radius around designated landing sites a DEM a 2.5 m resolution of 2.5. 

Table 2: Optical Navigation Error Processes and Modeling 

Error Source Filter 
Parameter 
Type 

A Priori 
Uncertainty 
(1) 

Correlation 
Time/Distance 

Update 
Time 

Reasoning/ 
Comments 

Reference 

Camera 
Measurement 
Noise 

- 0.1 pixel in 
sample and 
line 

- Per optical 
measurem
ent 

Uncertainty in the 
sample and line 
coordinates 
recorded by the 
camera 

JPL  Optical  
Navigation 
Group 

DEM 
Resolution Errors 

- 25 m Globally, 
2.5 m when 5 
km from 
landing 

- Per optical 
measurem
ent 

Treated as an 
additive  white  
noise process on 
the measurement 

Altair LMMP 
Request 

lunar Map Tie 
Error 

1st-Order 
Gauss Markov 
Stochastic 

150 m 
Globally, 
2.5 m when 5 
km from 
Landing 

5 km (global) 
0 m (white 
noise when 
near landing 
site) 

5 sec  JPL  Optical  
Navigation 
Group  

Camera 
Pointing Errors 

White Noise 
Stochastic 

TLC: 2.5 µrad  
LLO: 1.3 mrad 

- 60 sec Scan  platform  
random pointing 
error 

JPL  Optical  
Navigation 
Group 

 



 
American Institute of Aeronautics and Astronautics 

 

 

16

Associated with the DEM resolution is a map-tie error that represents errors in the tiling and placement of 
individual maps in the context of the lunar body fixed frame.  As the name implies, map tie errors identify the error 
in locating a map coordinate in the body fixed frame and consequently the inertial frame.  The map tie error is 
modeled in the filter as a 1st-order Gauss-Markov noise on the location of the origin of an individual picture that has 
a state dependent correlation and argument that is the surface relative distance traveled between batch updates.  This 
model is sufficient for modeling the fact that individual maps from the DEM will have their own map tie error but 
may be correlated between maps and that, for the most part, landmarks within a single picture will have the same 
map tie error.   There is a significant point that should be noted; the Lumina filter output is for the inertial state of 
Altair (and not the landing site relative state).  However, with the inclusion of up to 5 estimated landmarks in the 
vicinity of the landing site, the map tie error at the landing site is reduced to sub-cm levels essentially eliminating 
any differences between the filters inertial and landing site relative states.  This conclusion has been confirmed via a 
careful examination of the landing covariance results from the simulations and computing the target relative 
covariances.  As a result there has been no need to directly output the landing site relative dispersion statistics since 
they match the inertial results with only insignificant differences. 
Finally, the camera pointing errors are also modeled as white noise which is a combination of effects from the 

attitude estimation, gimbal alignment errors, and camera mounting errors.  During trans-lunar cruise the images 
from the NAC and WAC include far-field stars in addition to the near-field lunar landmarks.  This information 
allows for estimating the specific attitude of the camera at the time of the image.  According to Riedel (Ref.  1), the 
pointing knowledge obtained is three orders of magnitude better than from the attitude estimation system.  When the 
Altair is too close the Moon fills both the WAC and NAC’s fields of view, typically this occurs in lunar orbit phase.  
In this eventuality knowledge of the camera orientation is obtained solely from the attitude estimation system, 
gimbal pointing commands and associated calibration information on the camera. The performance levels for these 
two modes are identified in Table 2. 

3. TDRS Altimetry 
The radar has up to six beams that it is combining to form a measurement of the altitude with a 20 Hz frequency.  

The beams can form a measurement if their slant range to the surface is under 20 km.  In this first model, it is 
assumed the data that is returned represents the terrain relative altitude.  Future versions of the simulation will 
examine the slant range between the returns from the individual beams and weight them appropriately.  The model 
for this measurement takes the form, 

     alt alt alt alt, ,y s r RL hL b         ,  (18)  

where alts  is the scale factor error,  ,RL is the radial distance of the Moon’s reference ellipsoid at Altair’s 

current latitude L and longitude ,  ,hL is the elevation above the reference ellipsoid that is evaluated via 

lookup of a tabular DEM, altb is the altimeter bias, and alt  is the altimeter measurement noise which is a function of 
the slant range of the altimeter measurement. 
An important stochastic effect has been included in this simulation that is necessary for ensuring the altimetry 

data is properly weighted with respect to other navigation data.  Since the altimetry data is being processed by the 
filter to determine a full state in inertial space (along with the other navigation sensors) the formation of the nominal 
altimeter measurement will assume the centroid of the radar beam strikes the lunar surface (for simplicity call this 
the strike point) at the filter’s current estimate of Altair’s sub satellite point.  However, the actual radar beam strike 
point is somewhere else.  This is illustrated in Figure 6.  Given the variability of terrain on multiple distance scales, 
the computed altitude at the filter’s estimate of the strike point can be significantly different than the actual strike 
point.  In order to process the altimeter measurements properly there needs to be some form of deweighting of the 
altimeter measurements in the filter to account for these terrain variations.  A stochastic model for the local terrain 
can be obtained via sampling the DEM in the vicinity of the filter’s estimate and computing the statistics associated 
with the terrain variation.  In particular, a local model of terrain can be obtained that lies within some specified 

boundary of the filter’s current state estimate for the latitude ̂L and longitude ̂, this selection should be consistent 
with the uncertainties of the state estimate, and in the present case is selected to be a circle of radius that is 3 times 
the maximum horizontal position uncertainty max  (i.e., the largest eigenvalue of the horizontal projection of the 

state covariance).  The DEM is sampled in this circular area to arrive at estimates of the local slope h x and a 

statistical representation of the local terrain roughness h .  The elevation of the actual radar strike point can be 
related to the estimated radar strike point computed by the filter using, 
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      loc loc loc max
ˆ ˆ  ˆˆ ˆ  ˆ, ,,  ,, , 3h hL hL R hL R R        x x  ,  (19)  

where, clearly, the computation of hx and the statistics for h  depend on the current filter state and the choice for 

the radius locR .  The sampling of the terrain statistics is limited by the DEM resolutionDEMR , so for loc DEMR R  the 

sample statistics for h  at DEMR  have been selected to scale linearly such that they approach zero as loc 0R  .  Now 

since the actual location of the strike point is unknown the topocentric displacement x is also unknown.  In fact, 
given the filter estimate is considered optimal, the expected value of x is zero.  Hence, the last two terms in Eq. 
(19) need to be treated stochastically using the following property for the mean value, 

    
2

0 0E h  h E h 
      
 x xx 0  ,  (20)  

and for the covariance the expression, 

      
T2 2

hE h  h E h E h    
      
 x x x xx P .  (21)  

These statistics can be used to drive an appropriate state dependent stochastic process to deweight the altimeter 
measurement where the covariance in Eq. (21) is the noise strength of the process.   
In developing this model the DEM produced by recent data collection by JPL’s Goldstone Solar System Radar 

(GSSR) of the lunar South Pole was investigated and revealed a rugged terrain with a lot of slope variations and 
different roughness values.10  Eventually these sample statistics will be computed in real time by the filter process 
and used to define the process noise strength as the filter recursion proceeds.  But in this first use of the altimeter 
deweighting model the focus has been on determining a worse case bound for the surface roughness.  Several sites 
were selected and three different DEMR  values of 120 m, 480 m, 1000 m were used to find slope and surface 

roughness statistics.  The sites that were examined had surface features that ranged from smooth to very rough, from 

 
Figure 6: 1-D illustration showing the geometry of an actual radar strike point versus the one computed by the filter. 
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level to large slopes, etc.  One site was selected that characterized a rough site with typical slopes as a bounding case 
for these initial performance studies.  Histograms of the selected rough site are illustrated in Figure 7. 
This initial examination revealed that the surface roughness h  is predominately white noise if the model in Eq. 

(19) is used.  However since the current results didn’t benefit from a real time calculation the slope dependency in 
Eq. (19) for the stochastic process couldn’t be fully implemented because of the great variability of the slopes along 
the trajectory would yield grossly inaccurate results.  In an attempt to circumvent this until the full model can be 
implemented, the surface roughness was treated as 1st-order Gauss Markov process with a correlation distance of 40 

m (this represents the GSSR DEM resolution) and  E hx  was set to zero.  Doing this acknowledges (and to a 

degree accounts for) the fact that altitude variations that result from a linear slope are correlated from one point to 
the next because of hx  even though the roughness on these slopes is actually uncorrelated.   

Using the preceding altimeter model the selected altimeter performance parameters and terrain variation model 
parameters are identified in Table 3. 

4. TDRS Velocimeter 
The TDRS velocimeter is activated when the surface relative speed is less than 210 m/s.  The 6 radar beams are 

combined to form a 3-dimensional surface relative velocity measurement.  As with the TDRS altimeter model the 
details of the individual beams are not modeled in this initial study, instead the measurement model uses an 
aggregated result in the form of a surface velocity.  This model takes the form, 

    vel SR vel vel vel M vel vels s       vely v b v r b  (22)  

where vels  is the altimeter scale factor, SRv is Altair’s surface relative velocity, velb is the altimeter bias vector, vel 

is the velocimeter measurement noise vector.  The relationship between the surface relative velocity SRv  to the 

inertial velocity v (which is in the filter state vector) is shown in Eq. (22) where M is the Moon angular velocity.  
This is done to illustrate the fact that even though the velocimeter measures the surface relative velocity via the 

expression in Eq. (22) the measurement is sensitive to the full inertial state of the vehicle  ,rv.  It will be seen in 
the performance results that this dependency in the measurement has a significant beneficial effect in reducing filter 
state uncertainties.  The velocimeter performance parameters are also delineated in Table 3. 

5. Accelerometers 
The accelerometers measure the non-gravitational accelerations of the Altair vehicle and via a discrete 

integration process physically output the delta-velocity that occurs over the period between measurements.  This 
accumulation process takes place typically with a frequency of many thousands of Hertz (Hz).  The model adopted 
for uses an Euler integration and takes the form, 

       
1

acc acc acc ng acc acc
1

1

n

n i i i i
i

t t t t t





       v I S a b ,  (23)  

where, 

 
Figure 7: Histogram of terrain variations showing sample slopes and roughness standard deviations (identified as c in the 

figure) for DEMR  values of 120 m, 480 m, 1000 m. 
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S ,  (24)  

which are the scale factor error and misalignment error matrices respectively.  The vector ng
ita  is the actual non-

gravitational acceleration that is being measured in the case frame of the IMU, vector accb  is the bias error and the 

vector acc
it is Gaussian white noise.  Since the internal sample rate of the accelerometer is typically thousands of 

Hertz, the summation  
1
acc

1
1

n

i i  i
i

t t t





  is a good approximation of a Brownian motion process and leads to the 

random walk in velocity specification of the accelerometer.  For the purposes of the current 3-DOF simulation the 
case frame has been attached to the c.g. of the spacecraft and aligned with the Radial, Transverse, Normal (RTN) 
orbit frame.  Future simulations with enhanced attitude modeling will orient the case frame with respect to a 
properly defined spacecraft body frame.  Nonetheless the coupling with the attitude errors is included in this 

simulation via the inclusion of the misalignment matrix acc in Eq. (23).  The attitude errors have been modeled as a 
1st-order Gauss Markov stochastic process with a time constant that is set to be the rate of the star tracker attitude fix 

interval (5 sec).  These errors enter into the accelerometer processing via driving the components of acc with this 
stochastic process. 
Typical mission applications of this delta-velocity measurement are to determine the spacecraft state via 

combining this measurement with a gravity computation and to further dead-reckon (i.e., continued open loop 
integrations).  This yields a trajectory that can be used in a filtering process with other sensors to arrive at estimated 
states for the spacecraft.  However, this procedure doesn’t take advantage of the sensitivity the measurement in Eq. 
(23) have to the parameters in the filter state vector nor does it combine the accelerometer error processes with the 
other error processes that exist in an optimal way.  Processing the accelerometer measurement directly in the filter 
allows for the spectrum created by the partials of Eq. (23) with respect to the filter state vector to be processed in a 
consistent manner along with the other navigation measurement data.  This is the procedure followed in the current 
study with the 20 Hz being the data rate for this processing in the filter.  Hence, if the accelerometer’s internal 
accumulation rate is 4000 Hz the delta V measurement represents the accumulation of 200 individual acceleration 
measurements.  Another issue associated with Eq. (23) is the appearance of the misalignment matrix correlates the 
errors in the accelerometer measurement, in order to effectively process the measurements as scalars the vector delta 

velocity measurement is ‘whitened’ via computing the eigenstructure of acc acc I S  and rotating the delta velocity 
measurement into uncorrelated vector components.  With this done, the filter can process the measurements as 
independent, scalar measurements.  The IMU performance specifications that the Altair project has adopted are 
delineated in Table 4, the particular IMU specifications are also consistent with the Constellation programs Orion 
crew capsule project.   

Table 3: Altimeter and Velocimeter Performance Parameters and Surface Roughness Process Noise Parameters 

Error Source Parameter 
Type 

A Priori 
Uncertainty 
(1s) 

Correlation 
Time / Distance 

Update 
Time 

Reference 

Altimeter Scale 
Factor Uncertainty 

1st-Order Gauss 
Markov 

0.10% 100 s 20 Hz MSL radar Specification 

Altimeter Bias 
Uncertainty 

1st-Order Gauss 
Markov 

0.1 m 100 s 20 Hz MSL radar Specification 

Altimeter 
Measurement Noise 

- 2% - 20 Hz MSL radar Specification 

Surface 
Roughness 

1st-Order Gauss 
Markov 

36 m 40 m 20 Hz GSSR sample statistics of 
rough site 

Velocimeter Scale 
Factor Uncertainty 

1st-Order Gauss 
Markov 

0.13% 100 s 20 Hz MSL radar Specification 

Velocimeter Bias 
Uncertainty 

1st-Order Gauss 
Markov 

0.01 m/s 100 s 20 Hz MSL radar Specification 

Velocimeter 
Measurement Noise 

- 0.16 m/s - 20 Hz MSL radar Specification 
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E. Vehicle and Environment Errors and Modeling 
In this section the vehicle error models and any environment models that haven’t already been discussed will be 

presented.  There are two significant types of vehicle disturbances/errors that are modeled in the filter.  The first set 
is the non-gravitational trajectory disturbances that are caused by the frequent attitude adjustments and 
environmental venting that are typical of a crewed space vehicle.  These disturbances result from primarily, 

1. Small translational accelerations from reaction control engines that are not perfectly coupled, 
2. CO2 venting from the Pressure Swing Adsorption (PSA) system, 
3. Wastewater venting, 
4. Heat rejection via sublimating water and venting. 

These disturbances are the most significant during periods of crew activity, and decrease markedly during crew 
sleep periods.  Collectively these disturbances are referred to as FLAK (which is short for unFortunate Lack of 
Acceleration Knowledge).  During the Apollo program the FLAK disturbances would cause significant trajectory 
deviations with individual delta-V events ranging from 0.09 ft/sec to 0.26 ft/sec.11  Events of this magnitude could 
lead to several hundreds of meters of trajectory dispersion in an hour.  Until better models are available for the 
Constellation vehicles, including Altair, the program has adopted a bounding case for the FLAK errors for the 
purpose of analyzing navigation performance and determining appropriate navigation approaches, designs, and 
architectures.  In particular, the model uses a stochastic acceleration process that yields a position dispersion of 500 
m (1-) every hour while in a low lunar orbit.   
In the current simulation the process is a discrete white noise that drives acceleration parameters in the filter state 

model.  It is useful to illustrate a simplified 1-d example of this acceleration process so that a driving process noise 
can be obtained that yields the desired position dispersion level.  In particular the equation of motion being 

considered for a scalar acceleration x being driven by a continuous input takes the form,  
 x a .  (25)  

where the input acceleration process a in the current case is a Gaussian white noise process.  A linear discrete state 
space model for this system with the acceleration stochastic process augmenting the state vector can be represented 
as,  

 

2
1

1

1

1 2 0

0 1 0

0 0 0 1

j j

d
j j j

j j

x t t x

x t x  w

a a







      
            
         

   (26)  

where 1j jt t t   is the step size and 
d
jwis discrete Gaussian white noise process such that 

[ ] 0,d d d d
j i j ijEw E ww q    .  Consistent with the model defined in Eq. (5) the following associations apply, 

Table 4: Accelerometer Performance Specifications 

Error Source Parameter  
Type 

A Priori  
Uncertainty 
(1) 

Correlation  
Time 

Update 
Time 

Reference 

Scale Factor 
Errors 

1st-Order Gauss 
Markov 

150 ppm 2 hrs 20 Hz Orion IMU Specification 

Bias Errors 1st-Order Gauss 
Markov 

30 µg 2 hrs 20 Hz Orion IMU Specification 

Orthogonality 
Errors 

1st-Order Gauss 
Markov 

20 Arcsec 2 hrs 20 Hz Orion IMU Specification 

Attitude 
Misalignment Errors 

1st-Order Gauss 
Markov 

1.3 mrad 5 secs 20 Hz Anticipated performance of 
the  attitude  estimation  
system with star tracker 
updates every 5 seconds 

Velocity Random 
Walk 

Random Walk 1.3e-5 
m/s/sqrt(s) 

- 20 Hz Orion IMU Specification 
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.  (27)  

The objective is to determine the state covariance T
n n nE   P xx  after the discrete model in Eq. (26) has been 

recursively applied n times.  If the initial uncertainty 0P is set to zero so that only the process noise is active, then it 

can be shown (after a significant amount of algebra) that nP can be found using, 
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P ,  (28)  

Examining Eq. (28) reveals that for a given noise level the covariance changes as a function of the step size t.  In 

other words, two different simulations that have equivalent propagation periods  T nt   but different step sizes 

t will produce different values for nP.  So for the discrete system being modeled in the current simulation the 

selection of the driving noise strength dq needs to be made in conjunction with selecting the step size t.  A useful 

approximation to Eq. (28) is obtained by assuming that n is very large, doing so yields, 
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P   (29)  

It can be shown that the covariance result in Eq. (29) yields values that are close to the traditional Kalman filter 

covariances for a system model 
cx w  where the continuous driving noise process cwt  is Gaussian with 

[ ()] 0cEw t   and () ( ) ( )c c  cE wtw q t      , with the following relationship, 

 c dq q t .  (30)  

This observation is indicative of the continuous noise being similar to a ‘velocity-like’ process while the discrete 
noise is more of an ‘acceleration-like’ process. 
Now for a 500 m dispersion process at an hour with a 60 second step size (batch size) yields the following noise 

strength calculation, 
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.  (31)  

Empirical simulations with Lumina during trans-lunar cruise have verified that this is the correct noise strength in 
this mission phase, however in low lunar orbit this level exceeds the desired 500 m dispersion by 3 times.  It is 
hypothesized that a more appropriate simplified dynamic model for this mission phase would be 2-dimensional 
(versus 1-d) and include the effects of the gravitational field (in addition to the acceleration process noise) since the 
gravity acceleration is relatively larger than is the case during trans-lunar cruise.  An analytic investigation similar to 
the preceding discussion that also includes the gravity field is the subject of a future investigation.  Given this 
finding the appropriate process noise value for the FLAK on a 60 second count takes the value, 
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 7

2

km
1.725 10 17.60 g

s
dq     .  (32)  

The reader should note that this acceleration level is below the bias threshold error of the accelerometers; hence for 
continuous noise acceleration processes the current accelerometers would not be able to detect their presence.  Of 
course, as vehicle models mature better estimates and characterizations of the FLAK will emerge and these 
performance studies will be re-accomplished to assess their impact.  For this study the active FLAK levels take on 
the value given by Eq. (32) and during quiet intervals (i.e., the sleep periods) the FLAK level is 10 times less.  These 
levels are also shown in Table 5. 
The other significant vehicle error source that affects the trajectory is maneuver execution error.  As described in 

the section on flight path control the maneuver error model conforms to a Gates model (see Eq. (17)) that prescribes 
a fixed and proportional error along the burn vector as well as a fixed and proportional error that is orthogonal to the 
burn vector (i.e., direction or pointing error).  The values of these errors for the reaction control engines (the 
Auxiliary Engines), the main engine, and the Earth Departure Stage (EDS) engine are delineated in Table 5.  The 
analysis that leads to these performance numbers is described in Ref. 2. 
One other vehicle error model that is in reality an environmental model has to do with the on-board gravity 

modeling during powered descent.  Because the landing sequence requires a closed loop real time GNC system the 
amount of available processing resources and time are limited.  In particular, the size of the gravity field modeled in 
determining the acceleration due to gravity needs to be truncated from that of a full field.  However, unlike a 
traditional application of an IMU where the non-gravitational accelerations are combined with the gravitational 
accelerations at many thousands of Hertz, in the current application the accelerometer data is processed as a 

Table 5: FLAK and Maneuver Execution Errors 

Error Source Parameter 
Type 

A Priori 
Uncertainty 
(1) 

Update 
Time 

Reasoning/Comments Reference 

Active FLAK Discrete 
White Noise 

1.72467e-7 km/s2 
(~17.6 µg) 

60 sec Active during crew 
activity periods which 
are opposite of the 
intervals  specified  
below 

Levels are per Cx GNC 
and correlate into 0.5 
km per 1/2 rev in lunar 
orbit. Cx guidelines on 
crew activity 

Quiet FLAK Discrete 
White Noise 

1.72467e-8 km/s2 
(~1.76 µg) 

60 sec Quiet during crew sleep 
periods consistent with 
current Ops Concept 
WG  assumptions  
(10/6/08) 

Levels are per Cx GNC 
and correlate into 0.5 
km per 1/2 rev in lunar 
orbit. Cx guidelines on 
crew activity 

Aux Engine 
Maneuver Gates 
Execution Errors 

Estimate 
Random Bias 
in each 
direction of 
impulse 

10 mm/sec 
magnitude additive
0.1% magnitude 
scale factor 

6 mm/sec direction 
additive 

0.003 rad pointing 

– 445 N Engine Burns Altair LDAC 2 Burn 
execution analysis. 

Main Engine 
Maneuver Gates 
Execution Errors 

Estimate 
Random Bias 
in each 
direction of 
impulse 

30 mm/sec 
magnitude additive
0.1% magnitude 
scale factor 
10 mm/sec 

direction additive 
0.003 rad pointing 

–  Altair LDAC 2 Burn 
execution analysis. 

EDS Engine 
Maneuver Gates 
Execution Errors 

Estimate 
Random Bias 
in each 
direction of 
impulse 

30 mm/sec 
magnitude additive
0.05% magnitude 
scale factor 
10 mm/sec 

direction additive 
0.003 rad pointing 

–  Discussions with Altair 
integrated performance 
engineers 
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measurement at a much reduced rate and is processed separately from the gravity calculation, hence the real time 
demands of the gravity processing are significantly reduced.  The trajectory integration process can choose an 
integration step size that is appropriate to the modeled accelerations which is typically larger than that of the raw 
IMU data collection rate.  This allows for a larger gravity field to be modeled.  Still there are limits to this and some 
field truncation is required.  Robertson (Ref. 12) has determined 1st-Order Gauss Markov stochastic models that 
account for errors induced by omitting higher order terms of the lunar gravity field at different altitudes.  Two of 
these stochastic models were investigated for their impact on landing dispersions.  In particular truncating the field 
at 100 x 100 (thus explicitly including lower degrees and orders) and truncating at 25 x 25 were investigated.  It was 
found that the 25 x 25 field introduces several hundred meters of dispersion over that of the 100 x 100 field.  In the 
interest of minimizing landing dispersions the 100 x 100 field calculation was assumed for the Altair’s on-board 
navigation system.  The stochastic model for the truncated gravity terms (beyond the 100 x 100 field) has strength 
and correlations for different altitudes as defined in Table 6. 
Regardless of the number of terms contained in any lunar gravity field it is not known as well as the Earth, and, 

in fact, the gravity of the far side of the Moon is poorly known.  Indeed, the lunar gravity field knowledge was a 
significant source of error for the Apollo program that was on par with the FLAK induced trajectory errors.  Unlike 
the prior discussion on gravity which considered gravity errors due to omission these are errors of commission (i.e., 
the field is explicitly computed but the computation is inherently erroneous at some level).  However, current gravity 
field knowledge has much improved since the Apollo era, and in 2011 the Gravity Recovery and Interior Laboratory 
(GRAIL) twin spacecraft will be launched to the Moon and upon arrival begin their science mission which includes 
significantly improving the knowledge of the lunar gravity field.  The anticipated GRAIL gravity field uncertainties 
will be a globally-uniform 0.1 mGal with an improvement factor of >100 for the nearside and ~1000 for the farside 
compared to the state of knowledge today.  The authors obtained the predicted field knowledge from Alex Konopliv 
(a GRAIL Co-Investigator) and conducted experiments using the lunar South Pole CFP via considering the gravity 
field uncertainty contribution to the trajectory.  It was found that with LP150Q knowledge uncertainties, the current 
state of the art gravity field, the trajectory errors that it induced reached steady state levels of around 1 – 2 km (1), 
whereas with the predicted GRAIL field the errors were consistently < 10 m (1).  These experiments were costly in 
terms of computational burden because considering the gravity field required computing partials for over 1600 terms 
that are associated with a 40x40 gravity field and then considering the uncertainty for those terms while filtering.  
Given that the GRAIL field will be available for the operational Altair missions, trajectory uncertainties that are at 
levels which are below other error sources (i.e., FLAK), and the significant computational cost to consider the field; 
the lunar gravity field was not included in the navigation performance for low lunar orbit operations. 
The other environment factors that are either estimated or considered include the Earth and Moon ephemeris 

errors, Earth orientation errors, and Earth ionosphere and troposphere delay modeling errors.  The orientation and 
atmospheric delays are primarily a factor with processing the Earth-based radiometric data.  The uncertainties for 
these error sources are provided in Table 7.  

V. Navigation Performance Trade Study Results 

The simulation results to be presented are for the lunar South Pole design reference mission that lands at 
Shackleton crater and was described earlier.  The simulation period begins 12 hours prior to TLI and ends at landing.  
Recall that the scenario for the nominal case includes the following measurement schedule, 

1. The Earth based tracking is from the IDAC4B network with a data cut off at 10 minutes prior to PDI,  

Table 6: Parameters of lunar Gravity First-Order Markov Models 

Altitude Vertical Component Horizontal Component 

q (mGals) Correlation 
Distance (km) 

q(mGals) Correlation 
Distance Along 

(km) 

Correlation 
Distance Across 

(km) 

0 km 24.86 14.26 17.53 10.31 22.30 

10 km 8.72 20.93 6.18 16.23 31.85 

20 km 3.92 23.66 2.79 18.50 35.19 

30 km 1.89 25.03 1.35 19.72 37.31 

40 km 0.95 25.94 0.68 20.48 38.52 

50 km and up 0.49 26.69 0.35 21.08 39.43 
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2. The ONSS is active throughout the entire simulation with the NAC imaging during TLC and ending at 
10 minutes prior to PDI and the WAC imaging one day before LOI through to 10 seconds before the 
end of landing,  

3. The TDRS altimeter begins taking measurements at a 20 km altitude and ends at 10 seconds before 
touchdown and the velocimeter begins taking measurements when the surface relative speed is below 
210 m/s.  Both measurement types stop at 10 seconds before touchdown, 

4. The accelerometers measurements are actively being processed by the filter from PDI to touchdown. 
Results for the nominal case will be presented plus some trades on the architecture and instruments such as changing 
the Earth tracking network, examine the impact of not using optical navigation during landing, or the affect that 
specified failures of navigation instruments will have during landing.  These and others will be presented for the 
trans-lunar cruise, lunar orbit, and descent/landing mission phases. 

A. Trans-Lunar Cruise Navigation Performance 
The nominal current state navigation knowledge for the trans-lunar cruise mission phase is shown in Figure 8.  

The upper plot in the figure window shows the 3 maximum position uncertainty of the current state position 
covariance (i.e. 3 times the square root of the maximum eigenvalue of the position covariance) as a function of time 
since the start of the simulation (TLI – 12 hrs).  The lower plot illustrates all the active navigation sensors and their 
data collection intervals.  For trans-lunar cruise, this includes imaging from the NAC and the WAC, and the EBGS 

Table 7: Environmental Uncertainties 

Error Source Parameter 
Type 

A Priori 
Uncertainty
(1) 

Correlation 
Time / 
Distance 

Update 
Time 

Reasoning/Comments Reference 

Earth 
Ephemeris 

Considered DE421 cov – – Current lunar ephemeris 
knowledge. 

William 
Folkner, JPL 

Moon 
Ephemeris 

Estimated 
Random Bias 

DE421 cov – – Current lunar ephemeris 
knowledge. 

William 
Folkner, JPL 

Earth Pole X, Y 1st-order 
Gauss 
Markov 
stochastic 

5 cm each 
component 

48 hrs 6 hrs  DSN 
Performance 
with  Earth  
Orientation 
Parameter 
(EOP)  daily  
updates 

Earth UT1 1st-order 
Gauss 
Markov 
stochastic 

0.256 ms 48 hrs 6 hrs Approximately 10 cm of 
orientation error 

DSN 
Performance 
with EOP daily 
updates 

Earth 
Ionosphere–
day/night 

1st-order 
Gauss 
Markov 
stochastic 

55 cm/15 cm 6 hrs 1 hr  DSN 
Performance 
with GPS daily 
calibrations 

Earth 
Troposphere–
wet/dry 

1st-order 
Gauss 
Markov 
stochastic 

1 cm/1 cm 6 hrs 1 hr  DSN 
Performance 

Moon Non-
Spherical 
Gravity 

Not 
considered 

GRAIL – – Current GRAIL gravity 
field predictions indicate 
that trajectory error from 
gravity field uncertainties 
will be < 10 m. 

Alex Konopliv, 
JPL 
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radiometric tracking.  The TDRS is not active and the accelerometer data is only processed in the current study 
during descent.  Regarding interpretation of the radiometric tracking view periods, 

1. ‘station → station’ represents a 2-Way tracking pass of Doppler and range with the indicated station 
2. ‘station1 → station2’ represents a 3-Doppler tracking pass with the first station originating the signal and 
the second station receiving it.   

The lower plot window also shows the periods when the FLAK is ‘active’ (i.e., higher acceleration levels) and 
‘quiet’.  The blue dashed guidelines assist the reader in seeing the start/stop times of the active/quiet periods on the 
upper figure.  Finally, the dashed red lines indicate maneuver times beginning with TLI, then TCMs 1 – 4, and 
ending at the far right with LOI.   
The current state results illustrate that just prior to TLI the filter solution transient has settled, and then there is a 

spike corresponding to TLI.  Post-TLI the solution doesn’t settle until the 3-Way tracking between Canberra and 
Usuda begins.  By TCM1 the solution is reaching its steady state performance at 300 m to 1 km (3) for the duration 
of TLC.  Near TCM4 the pointing accuracy of the two cameras degrades from the µrads level to the mrads with a 
subsequent decrease in overall position knowledge to 2 – 3 km (3).  The maneuver analysis using the LAMBIC 
function provides bounds on the trajectory correction maneuvers and can be used for delta V budgeting.  The result 
for the nominal case is shown in below in Table 8.  For convenience the statistical clean up maneuver that occurs 6 
hours after LOI (hence while in lunar orbit) is included in the results in addition to the 4 TCMs that occur during 

 
Figure 8: Nominal trans-lunar cruise current state navigation performance for the period beginning at TLI – 12 hrs to 
LOI.  Note that the dashed red lines indicate maneuver times beginning with TLI, then TCMs 1 – 4, and ending at the far 
right with LOI. 

Elapsed Time (hrs) 

TLI 

TCM1  TCM2  TCM3  TCM4 

LOI 
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trans-lunar cruise.  The first maneuver is large due to maneuver execution errors of the TLI maneuver by the EDS 
engine.  Parametric studies have shown that if the EDS engine execution errors can be minimized the size of TCM1 
will be reduced as well.  The TCMs 2 - 4 magnitudes are due primarily to FLAK, and can be reduced if the FLAK 
levels are reduced.  As with TCM1, the LOI clean-up maneuver is large relative to the TCMs 2 – 4 because of LOI 
execution errors. 
 

Table 8: Upper Bounds on Trajectory Correction Maneuvers  

TCMs* Mean + 3 
(m/sec) 

TCM 1 21.6 

TCM 2 2.0 

TCM 3 3.6 

TCM 4  2.7 

LOI Clean-Up 6.9 

Total (Sum of Means + RSS of 3 
values) 

28.96 

Another important statistic to consider is the delivery error to LOI.  Delivery error is a measure of the trajectory 
dispersion away from the nominal trajectory at the time of LOI.  This should be distinguished with the knowledge 
error that is shown Figure 8 and is a measure of the trajectory uncertainty at the time of interest.  A useful metric for 
measuring the delivery error is the perilune delivery error at LOI.  LOI is designed to take place at perilune of the 
incoming trajectory and is nominally 100 km, and the nominal delivery error is 11.7 km (3) which is sufficient for 
a safe LOI delivery.  By comparison, the Apollo program targeted a higher nominal perilune altitude of 156 km and 
had deliveries that ranged ±18 km.   
It is useful to consider the impact to the nominal solution by considering the case with only EBGS radiometric 

tracking (that is, no OpNav).  The current state knowledge results are shown in Figure 9.  Immediately evident is an 
increase in the steady state knowledge error to about 3 – 6 km (3) from the level seen with nominal case with 
OpNav landmark tracking.  However this is still sufficient.  Indeed the perilune delivery error is only increased to 
12.2 km (3) and the total delta V budget for the four TCMs increases by only fractions of a meter per second to 
29.0 m/s.  Hence, the radiometric only solution is sufficient for safe delivery to the Moon in a nominal scenario, but 
the presence of the optical navigation significantly improves the robustness of the solution in the event there is a 
failure of the tracking complex or there is a temporary outage of Earth ground support.  An example supporting this 
statement is now presented. 
It is useful to consider an extreme case when there is an outage of the Earth ground support.  In this example the 

EBGS tracking is present until about 12 hours after TLI, and then it is cut off with the only remaining navigation 
measurements being the optical landmark tracking from the NAC and WAC ONSS cameras.  The current state 
results are illustrated in Figure 10.  The filter solution begins to degrade quickly with the solution reaching a 
maximum knowledge error of 30 km (3).  Nonetheless, even though performance is degraded Altair is not ‘lost in 
space.’  Typical of optical navigation, as Altair nears the target (the Moon) the solution improves with the 
performance in the final 6 hours nearing the radiometric- only solution.  The delivery error to LOI degrades only 
marginally to 12.3 km (3) from the 11.7 km (3) in the nominal case and is essentially equivalent to the EBGS 
radiometric-only solution at 12.2 km (3).  This demonstration indicates that the ONSS is sufficient for safe 
navigation in the event of a loss of ground support event, hence satisfying the requirement delineated in II.4.  The 
TCM budget does increase to 79 m/s which increased because of the need to ‘fly out’ the larger orbit determination 
errors.   
As final illustrations for this mission phase, sensitivities to tracking architecture and FLAK levels are shown in 

Figure 11.  The upper most plots illustrate the sensitivity of the delivery error to changes in the navigation 
architecture (left) or parametric changes in the FLAK levels (right).  It is seen that the delivery error is largely 
insensitive to the architecture choice except for the case of radiometric tracking from the DSN-only (no OpNav).  
The delivery error increases to about 23 km (3).  This suggests that the DSN-only is an insufficient tracking 
network to support Altair trans-lunar cruise to the Moon.  The network provided by the IDAC4B stations is 
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sufficient.  For the FLAK, the response is more linear with the FLAK levels at 2.0 times leading to about 24 km 
(3). 

B. Lunar Orbit Navigation Performance 
Moving onto the lunar orbit navigation phase, the nominal navigation knowledge is shown in Figure 12.  This 

period is defined from LOI to PDI.  As before, the maneuvers are identified and include the LOI-clean up maneuver 
and DOI.  There is also a placeholder for a Plane Change (PC) maneuver; however, for the current simulation it is 
not necessary so it is not modeled.  The lunar orbit phase navigation performance is relatively benign with the 
solution recovering quickly after the LOI maneuver.  Most of the period is characterized by errors that are < 1 km 
(3) and often < 100 m (3).  In prior trade studies on radiometric tracking architectures (not shown here) with only 
the three DSN stations tracking the navigation knowledge show periods of large growth, and convergence is 
particularly slow.  The primary reason these characteristics occur is due to the FLAK.  The reader may ask why the 
DSN is sufficient for most spacecraft in deep space today.  The answer to this is most robotic spacecraft have FLAK 
levels that are orders of magnitude less than with Altair, hence navigation knowledge is much improved as 
compared to Altair and the DSN is a sufficient set of Earth tracking stations.  This sensitivity to FLAK is a key 
reason the IDAC4B network was selected for supporting the Constellation missions.  The conclusion of this mission 
phase is delivery to PDI.  PDI is nominally designed to occur at perilune of the de-orbit trajectory which is 15.24 
km.  The nominal delivery error that includes EBGS radiometric tracking until 10 minutes prior to PDI and the 
ONSS landmark tracking is 1.0 km (3) – note the knowledge error at PDI is 70 m (3).  This is a safe delivery.  

Figure 9:  Trans-lunar cruise current state navigation performance with only EBGS radiometric tracking (no Op Nav) 
for the period beginning at TLI – 12 hrs to LOI. 
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The delivery error is sufficiently small and the knowledge of the delivery sufficiently good that the guidance system 
can fly out the error during descent. 

C. Descent Navigation Performance and Landing Dispersions (from Navigation) 
The nominal descent and landing performance is shown in Figure 13.  It begins with PDI and ends with landing.  

The phases of the powered descent burn are illustrated and include the braking phase, pitch-up, approach, and, 
finally, terminal descent.  There is no EBGS radiometric tracking in this phase.  The accelerometer is active during 
the entire phase, and the WAC and altimeter are active throughout the phase until 10 seconds prior to landing.  The 
velocimeter comes on-line at about 150 seconds prior to landing (and is called out in the figure).  Also called out on 
the figure is the 5 km point from landing (160 seconds before touchdown).  At this point the DEM resolution and 
map tie errors improve to 2.5 m (1).  Until now the navigation performance has had a slight upward slope with a 
maximum knowledge error of ~ 105 m (3) just before the 5 km transition.  After this point the solution begins to 
improve and then with the advent of the velocimeter data the solution shows a marked improvement.  The final 
landing error due to navigation errors is 2.9 m (3).  Discussions with the Altair guidance engineers indicate that the 
guidance contribution to the landing error will be on the order of several meters.  To first order, this can be RSSed 
with the nav-only dispersions; this result indicates that with the envisioned navigation instrument suite that the 
nominal landing error will be well below the 100 m requirement.   

 
Figure 10: Trans-lunar cruise current state navigation performance with only EBGS radiometric tracking for 12 hours 
after TLI, then there is an outage of the EBGS radiometric tracking and only ONSS lunar landmark tracking is available 
for navigation the remaining period of trans-lunar cruise until LOI. 
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To better understand the previous result and the impact that the different instruments play in obtaining the final 
2.9 m landing dispersion a set of trades were conducted that take out selected instruments from the suite or ‘fail’ at 
selected times during descent.  One specific instrument configuration to be considered is the impact of not having 
the ONSS.  That is, what is the landing performance with only accelerometer data from the IMU and the TDRS 
altimetry and velocimetry data?  This will be called the minimal configuration.  It should be noted that it is 
equivalent to the navigation instrument suite that was used on Apollo.  Landing and touchdown velocity dispersions 
for the minimal configuration and various failure scenarios are provided in Table 9.  The performance of the 
minimal configuration yields a position dispersion of 124.3 m (3) which is not sufficient for meeting the 100 m 
precision landing requirement; however, it is sufficient to meet the 1 km landing requirement.  One caveat on this 
result, recall that the altimeter stochastic process on terrain variability currently does not conform to the more 
accurate statistics that would be provided by the real time calculation.  In particular, the altitude uncertainty at the 
landing site is overly pessimistic and yields vertical position knowledge that does not reflect the expected 
performance that will be obtained by the more accurate real time calculation.  This is the case for the vertical 

Sensitivity of Delivery errors: 

 
Sensitivity of the TCM budget: 

 
Figure 11:  Sensitivity of the delivery error (top two plots) to navigation architecture (left) or FLAK level changes (right), 
and the sensitivity of the TCM budget (bottom two plots) to the navigation architecture (left) or FLAK level changes 
(right). 
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uncertainties on all the cases with altimetry data.  Moving onto the failure cases, comments for each are now 
delineated below.  The first investigates the impact of a late state vector update. 

1. State Update Fails at DOI.  In this case there is no state vector update prior to DOI nor is there any other 
state update after that.  However, since the system has the OpNav capability the ultimate landing dispersions 
are not affected and still achieve a horizontal landing dispersion of 2.9 m (3).  Hence, the OpNav function 
is capable of performing absolute navigation (and relative navigation via use of map tie and landmark 
estimation) even in the absence of a late state update.  This is important because certain orbital geometries 
will prevent EBGS tracking from occurring during the transfer from DOI to PDI. 

The following four cases are different failures of the TDRS at different times and combinations.  In fact case 5 is for 
no TDRS at all; hence the navigation sensors include only the ONSS and the IMU.   

2. Velocimeter Fails at Terminal Descent.  In this case there is a small degradation in performance.  In 
particular the velocity dispersions increase to 0.12 m/s (3) horizontal and 0.11 m/s (3) vertical, however 
the they are still well below the 0.5 m/s allocation of the safe touchdown velocity bound to navigation 
dispersions. 

These three cases yield similar results and essentially illustrate the performance of the ONSS OpNav capability.  In 
all of these cases the horizontal position dispersion range between 12.3 m – 13.5 m (3), which is well within the 
100 m bound.   And the touchdown velocity dispersions are between 0.24 m/s – 0.27 m/s (3), which is also well 
within the 0.5 m/s bound 

3. Altimeter & Velocimeter Fail at Pitch-Up.  

 
Figure 12:  Nominal current state navigation performance in low lunar orbit. 

LOI 

LOI Clean Up  PC  DOI 

PDI 



 
American Institute of Aeronautics and Astronautics 

 

 

31

4. Velocimeter Fails at Pitch-Up.  
5. Altimeter & Velocimeter Fail (OpNav and IMU only) 

The final four cases illustrate the impact to the navigation dispersions to failures of the ONSS at different times and 
with different combination of failures.  For the failures that include the TDRS it also illustrates the importance of the 
altimeter and velocimeter at achieving safe touchdown conditions.  That is, landing using only the IMU for 
significant periods of beyond the final 10 – 20 seconds is in general not advisable because altitude and velocity 
dispersions begin to exceed practical safety limits.  All results illustrate the sensitivity of the landing dispersions to 
the absence of the ONSS data.  Discussion on each case follows. 

6. OpNav Fails at Pitch-Up.  With a 91.4 m (3) horizontal dispersion, this case marginally meets the 
precision landing requirement.  When compared to Case 8, it also illustrates the benefit that the OpNav 
capability plays in pulling the navigation dispersions into an acceptable bound.  Because the velocimeter is 
still operating the touchdown velocity allocation of 0.5 m/s is still met.  This is not true for the next case. 

7. OpNav, Altimeter, Velocimeter Fail at Pitch-Up.  In this case Altair is using only the IMU data during the 
approach and terminal descent phases.  The final horizontal dispersions do not degrade significantly (95.5 m 
(3)), however the altitude knowledge has degraded to 33 m (3) which is not sufficient for triggering the 
terminal descent sequence safely.  Furthermore, the vertical velocity dispersion at 0.54 m/s (3) exceeds the 
touchdown velocity allocation.  

8. OpNav, Altimeter, Velocimeter Fail at PDI.  In this case Altair is using only the IMU data during all of the 
powered descent.  This case illustrates that an IMU only solution would violate touchdown velocity limits 
and have insufficient altitude knowledge to initiate any of the descent sequence phases with confidence (i.e. 

 
Figure 13:  Nominal descent navigation and landing dispersions (nav-only). 
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when to do pitch-up if there is an altitude dispersion on the order of 1 km?).  Even though the horizontal 
dispersion marginally meets the coarse landing requirement of 1 km, this is not an advisable landing 
configuration. 

VI. Conclusion 

The preceding development and analysis have shown that the Altair vehicle navigation system configured with, 
1. The gimbaled ONSS, TDRS, and IMU,  
2. A capable navigation processing capability,  
3. Supported by an Earth ground radiometric tracking infrastructure with the 6 stations of the proposed 
IDAC4B network, 

is sufficient to ensure a robust capability to deliver Altair to the Moon and then land precisely within 100 m of the 
designated site.  Key to the precision landing is the availability of pre-surveyed accurate topography of the landing 
site and the use of the ONSS to do landmark tracking.  This system is also be capable of safe return to Orion (and 
eventually the Earth) using the ONSS (configured with a NAC, a WAC, and a gimbal).  Future work will focus on 

                                                           
6  Changing the altimeter terrain stochastic error model to the real time calculation (versus the current static model) will yield 
significant changes in altitude uncertainties (for the better) when altimetry is present. 

Table 9:  Landing and Touchdown Velocity Dispersions for a Variety of Failure Cases 

Configurations 3 Position Uncertainty (m) 3 Velocity Uncertainty (m/s) 

Horizontal Vertical6 Horizontal Vertical

Nominal Configuration 
(IMU, Altimeter, Velocimeter, 
OpNav) 

2.9 2.0  0.07 0.05 

Minimal  Configuration 
(Nominal without OpNav) 

124.3 8.7 0.07 0.05 

Failure Cases  
(from the Nominal Configuration) 

    

State Update Fails at DOI 
2.9 2.0 0.07 0.05 

Velocimeter Fails at Terminal 
Descent 

3.9 2.8 0.12 0.11 

Altimeter & Velocimeter Fail at 
Pitch-Up 

12.3 9.3 0.24 0.25 

Velocimeter Fails at Pitch-Up 
13.0 9.6 0.25 0.27 

Altimeter & Velocimeter Fail 
13.5 9.1 0.27 0.26 

OpNav Fails at Pitch-Up 
91.4 6.3 0.07 0.05 

OpNav, Altimeter, Velocimeter Fail 
at Pitch-Up  
(IMU-only during approach and 
terminal descent) 

95.5 33.0 0.45 0.54 

OpNav Fails at PDI 
126.8 37.1 0.07 0.05 

OpNav, Altimeter, Velocimeter Fail 
at PDI  
(IMU-only during entire descent 
phase) 

848.7 1068.0 1.34 2.04 
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improving the fidelity of the simulations including more detailed modeling of the vehicle attitude and plugging in 
the terrain with the real time altitude variability stochastic process.  In addition attention will turn to simulating the 
ascent and subsequent rendezvous and docking with Orion. 
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