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Introduction JPL

The Advanced MultiMission Operations System (AMMOS)
has succeeded in keeping up with the changing functionality
required by NASA missions:

» science observatory

» small body impact

» surface explorer

» sample return

» surface rover / lander relay

Here, we focus on a study of AMMOS modernization,

and on the benefits of adopting new emergent IT
standards, making AMMOS composable, network
accessible, and interoperable between NASA centers.
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Legacy System Crisis (1 of 3) JPL

« Typical legacy system experience:

» Evolves under a number of organizational as well as technical
constraints

» Evolution is limited to maintenance, sustaining, and small
incremental enhancements

» Grows in size over time, on the average, by the factor of two to
three every decade:

» becomes brittle and increasingly complex, resulting in its
deteriorated structure,

» becomes less maintainable and sustainable, and
» Crucially dependent on a small pool of qualified personnel
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Legacy System Crisis (2 of 3) JPL

« Lack of up-to-date documentation:

» Incremental enhancements are seldom documented with the
same care as the initial delivery, due to smaller size of
maintenance team and piecemeal nature of funding

» Interaction with domain experts is the best option to perform
“as-is” system analysis on legacy tools

« Accumulated design uncertainties:

» Use of programming scripts as a quick fix method for integrating
monolithic applications that were not designed to work together

» Resolving legacy system’s design uncertainties is impossible or
difficult
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Legacy System Crisis (3 of 3) JPL

« Sporadic use of open source technology:

» Decisions to use open source are made by individual
developers, with little attention paid to software engineering
ISSues across legacy system

» Open source infusion into legacy system has been accidental
and heroic
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Legacy System Modernization Pk
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« Adopt Risk-Managed Modernization (RMM)
methodology for AMMOS legacy tools
modernization:

1.

o &~ 0N

|dentify key stakeholders
Understand requirements
Create business cases
Understand the legacy system
Define the target architecture
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Identify Key Stakeholders JPL

- AMMOS S/W System Engineers, S/W Architects, and S/W
developers:

» make decisions on design trades, analyze new functional requirements, and
promote consistency of AMMOS interfaces within subsystems and with external
systems

* Project MOS/GDS system engineers:

» provide AMMOS with project-based concepts and requirements that reflect the
needs of Mission Operations Systems (MOS)

« MGSS Program Managers, and MGSS Program Element Managers:

» establish funding guidelines, “make buy” decisions, or resourcing decisions
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Business Drivers JPL

« The purpose of Multimission Ground System and
Services (MGSS) is to develop AMMOS so as to offer
NASA missions the following advantages and benéefits:

» Reduce the overall cost to NASA:

» Project does not have to pay for the development of the AMMOS core
capability

» Reduce the average development time for individual projects:
» Project adaptation of AMMOS takes less time than development

» Reduce mission risks with more stable and mature software:

» Most AMMOS elements have been maintained and improved over a number
of years and have been used by a variety of NASA projects in a variety of
situations. Many bugs have been discovered and resolved
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Requirements JPL

« Examples of MGSS AMMOS modernization

requirements:

» Incorporate technological advances into the AMMOS to maintain
reliability and compatibility with future mission flight and ground
systems

» Streamline the Mission Operations System (MOS) Uplink
Process from activity planning through execution of commands
on board the spacecraft by automation and generalized process
improvements

» Provide end-to-end data accountability

» Provide tools and services for complex planning missions
» Provide a fully automated flight system monitoring service
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Business Cases JPL

« Examples of mission operations business

CasSes.
» Develop, optimize and analyze S/C trajectories to achieve mission
goals

» Create conflict-free mission and science activity plans, command
sequences to achieve flight project’s objectives

» Process S/C engineering telemetry data and display of actual vs.
predicted S/C channel values

» Capture, distribute, reconcile, catalog, and archive mission files
» Assess the health and performance of the S/C
» Deploy and maintain mission Ground Data System during

development, Assembly Test Launch Operations (ATLO), and flight
operations
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Understand Legacy System (1 of 5) SJPL

« Adopt the horse-shoe model to reconstruct
logical descriptions of the AMMOS Mission
Planning and Sequencing (MPS) tools:

» Interview domain experts and stakeholders
» ldentify existing S/W artifacts

» Use model-based system engineering to capture
logical descriptions of MPS legacy tools in UML/
SysML
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Understand Legacy System (2 of 5) JPL

AMMOS Legacy Tools pain point analysis: Interviewed stakeholders, domain experts,
and use of mission generated documents of the “AMMOS lessons learned” variety.

Quality Attributes Pain Points

Affordability™ Tool expenditures for duplicate functionality development.
Configuration is labor intensive.

Adaptability Much manual configuration.
Adaptation requires in depth knowledge.

Modifiability & Extensibilityt | Software changes overly impact the system
Too many interfaces
Hard to add or delete applications

Interoperability Different models needed for different subsystems, 50% overlap in information.
Too many vocabularies to have to know
Information definitions are hard to reuse

Deployabilityt Monolithic nature of the applications precludes combining them into integrated GUI clients resulting in awkward workarounds and
inefficient Ops procedures.

Multiple deployments of the same AMMOS application and automated operational scripts, each accessed via a different endpoint.

Securitytt No centralized credential database with consistent interfaces.

No clear process for integrating new people.

No process for de-provisioning accounts.

No formal policy or process for managing transitions between access signatories.

Lack of support and control over the procurement and management of browser security certificates (X.509).

Examples of AMMOS Legacy Tools Pain Point
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Understand Legacy System (3 of 5)
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MPS S/W tool identifications found in the MGSS CM database

JPL

ID Mission Planning Tools ID Sequence Virtual Machine Simulation
Tools
APGEN Activity Plan Generator OLVM2 Off-Line VM Engine, Type2
SOA Science Opportunity Analyzer MPS Utilities
DSN Scheduling Tools SEQREVIEW | Sequence Review Tool
CAST Common Allocation Scheduling Tools | SEQADAPT | Sequence Adapter
Sequence Generation Tools VML-to-SATF Converter
SEQGEN Sequence Generator RSFOS Re-Engineered Space Flight Operations
Schedules Software
Command Translation Tools CTSCOM CTS Component
SLINC2 Spacecraft Language Interpreter and PAPS Persistent Apcore Server Software
Collector 2
CTS Command Translation Subsystem MPS Editor MPS Editor
VMLCOMP2 VML Compiler, Type2 ULSGEN Uplink Summary Generator
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Understand Legacy System (4 of 5)

MPS tool S/W Interface Specifications (SIS):

*  Collected from MPS and mission generated documents
* Interviewed domain experts and project users
* Reconstruct MPS tool component relationships (SIS producer and consumer)

JPL

File

Function

User

SIS/Product Producers Consumers SIS/Product Producers Consumers
Activity Plan Generator Sequence Generator
APCORE XMLRPC | In-situ Planning Sequence file RSVP-ROSE
} - Activity Plan Generator Offline Virtual Machine Log User

A_PGEN Adaptation Activity Plan file Off-Line VM Engine, Type2
File Generator

Activity Plan Activity Plan Generator Persistent APcore Server
APGEN Plan File PAP API Activity Plan Generator Software

Generator
Command Packet Spacecraft DSN acmd_tcwrap Tool Re-Engineered Space Flight
File Language gggf;'rgns Schedules

Interpreter and Predicted Events File

Collector 2 Sequence Generator
Command Command Spacecraft Language MPS Editor
Translation File Translation Interpreter and Collector 2
(cmdxIt) Subsystem

Sequence Generator Rover Markup Language MPS Editor
. ; Sequence : :

Conditions File In-situ Planning

Generator
Flight Rules Model Sequence Adapler Sequence Generator SEQGEN User Defined Sequence Generator

Multimission Activity
Dictionary
Language

In-situ Planning

MPS Editor

Master File

Common Allocation
Scheduling Tools

Common Allocation
Scheduling Tools
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Understand Legacy System (5 of 5) JPL

AMMOS-based Mars Explorer Rover Sequence and Command Generation
System is an example of “pipe and filter” architecture.

- best for highly automated and predictable system
- inefficient for event driven and exception handling

- majority are file based interfaces

Sequence Generation and Validation Data Flow Format

S/C Clock File,
Command Data Base File (binary format)
Dynamic Libraries

SSF

SEQGEN DTM Commands SATFs and SASF

Terrain Models, Fincon File

Mini-TES synthetic

Images,

PDS Image Format, Initial conditions File

Overhead View Data, DSN allocations File,

IDD models, DSN view periods File cF
Kinematics Models, Dynamic Libraries

Channelized Rover TLM  Light Time File,
SCLKSCET File,
S/IC Model File,
Context Variable File,
Lander Orbital Propagation
Timing Geometry file
SCMF

CPF
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Model-based Software System Engineering (1 of 4) JPL
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Model-based Software System Engineering (2 of 4)
SpaceOps 2010 AIAA Conference

cmp Actvitg®lanGenarator #
wELEAEEAMDl
NAY Lonves::
Double-Precizion Trajectory
Assenbly
L
+ = DPTRAS
MCi = 611101
sinteracaSpacteations
Sosvewah Aty 7
Sequence File L
<y -

simartaceSsecicatons Data

he Evolvable AMMOS: Making Systems Interoperable

0

Fats Canabity
“,

TFPSMW Rbar e N
B

~
.
“
aintemacespecncatens
e Ordered Listieg Fis _ _
ﬂ atiows e
anassemilys -
Mission Analysis
Applicaticns:: mmmmmam—
Morsiter i
slntedscaSoechicatons
Light Tme Fie
= aficws
Abbreriston = Worbter s
HEI = 612,110 -
o
-
-
,
.
tInterface Specfications
«Light Tima File
cusssantle (<0
NAY Leaves Monte aficws
s

Abbevaton *
NCI = 811.301

April 29, 2010

interfaceSpeciicatons Spacecitt

Actvity Sequance Fie,
inferfeceSpecitcatons Wutmsson
i

Actvity Dictanary Language

.
~
File, alrterfsceSoectcations Ti
=flaws sintedsceSpesficatons ASGEN Adspiaton Fie,
%,  einierfaceSpecifications APGEN Pan Fie,
~_cintafaceSpaciieations Mutmssion Az

“Lamguage, alntedacaSpachestions Spaces
Sequence Fie, «intefaceSpedfications User defined function

«<intefaceSpecificstions Light Tme Fie

o
i

1
.
I
I
]
I
|
I

-
sSpacatrah Actuity Seque

D5M Acston Fie

sinterlace Speciicatona
{einteraceEpechications
Spacecaft Actity Sequence Sie)

afigars

e
“«htersceSpeciicatons

; ~.
] .,I \ S s
I v ~ -,
N i [ \ ~
1l \ 5 Mo slrtedacsSpactestons
' " ~ S APCORE XMLRPE,
] \ *y ~u alnteiseeSpactestons
) \ . . Multinission Ay
[ ‘\ B “Dictonary Langusge
i . ~ v
- \ \ o o
[ N . e
N, -~
[ " .
! . i ~
[ «ntefaceSpesificstions APGEN Nows AN
5
,‘ ! afiows \\
! 4 .
P ) .
i
.o \ s,
/ ' ~
\ N
i
! \ A a
i \‘J alntericaSpacticatons
N DEN Istarface &5 Fight F
Ir E afivws "
[ wsubassemie “
i DMAS Leaves: .,
) ~
.
eintefaceSpacfications ~
Mulirsion Astvity Desanany . e
Langsage, aintedficeSpecficatons Abbraviaticn = RDE .
SpRCHIET ACTvEy SeqUEnce Fie NCI = 533.420 “
s .,
.
“
.
.
~‘ asysBm
OSN-DSN

slnterisceSpecieatons Command Dictonsty. «intefaceSpesificstions Context Vaiable Definition Fie

eflows

MPS Planning S/W Components Relationships (internal and external)

Adans Ko, Pierre Maldague, Tung Bui, Doris Lam, and John McKinney

17



Model-based Software System Engineering (3 of 4) JPL
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Model-based Software System Engineering (4 of 4)

Create conflict-free mission and science activity plans, command
sequences to achieve flight project’s objectives

April 2
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Define Target Architecture (1 of 3) JPL

AMMOS modernization is adopting a Service Oriented
Architecture (SOA) based Deep Space Information
Services Architecture (DISA). For examples, according
to SOA core principles, components of a system should
be:

» Loosely coupled — message based and network accessible
interfaces

» Composable — allow flexibility using alternative software
components or services when necessary

» Standardized - use IT standards to deliver consistent services
and enable reuse behavior

» Modular — reduction of dependency and component based
software.
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Define Target Architecture (2 of 3) JPL

In this paper, an illustration of AMMOS MPS modernization is done
using a SOA layered architecture concept:
» Presentation layer: MOS content specific presentation, user interface, navigation

» Service layer: services that consolidate major AMMOS capabilities as common
services to flight project's MOS in a consistent manner. Strongly MOS business
process and mission data oriented

» Business process layer: MOS business process orchestration. It manages
automated workflow and process state for units of AMMOS services, that are
required to be common across two or more MOS operation processes.

» Core software layer: software components that are domain specific to support
AMMOS services.

» Ulility software layer: software components or mission data that are highly shared
by core software components.

» Shared infrastructure service layer: COTS / GOTS based infrastructure services
such as messaging, discovery , storage, and security.
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Define Target Architecture (3 of 3)

JPL
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Presentation Layer

AN
user login, timeline
visualization,
..... telemetry plots,
process
monitoring view,

F — etc.

I

Mission Operations Service Layer

For example:

planning and sequencing service,

_____ — — — —uplink and command service,
process. predicts and actual
telemetry analysis service or

- —| process.
Process rules and
Business Process / Orchestration Layer logic, manage
process states,
— — {use of awork flow
management
——————————————— engine or ESB.
| (e.g., generate [ \
command '
Core S/W Layer process). creats plan,
validate sequence,
Highly re-use: manage
= - - . = NdMOSmra_sM _|resources,
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L BN MONTE, MMPAT POT————
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 etc.)
SCLKSCET
I~ — —correlation
function, SPICE
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—————————————— — look-up tables, etc.
|
Infrastructure Service Layer
Highly shareable:
— — — — _ _|Messaging
______________ — service, security
service, registry
| service, database
Operating System Layer service, etc.
N,
- - - _ [ N
______________ — -~ —— . Linux, Solaris,
~ — =—{Mac 0S,
1 Windows, etc.
HW Layer AMMOS TPS

Layered Architecture Representation
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System to System Interoperability (1 of 4) JPL

* Demo feasibility of system to system
iInteroperability through legacy tool

modernization:

»refactoring monolithic applications into
Interoperable components

»Business process oriented design

»loose-coupled interfaces via shared messaging
services
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System to System Interoperability (2 of 4) JPL

» Refactoring:

« Remove a tightly coupled GUI and associated
communication functions from a monolithic
planning / sequencing application

» Replace deleted elements with an industrial
standardized communication design

* Preserve well tested and tuned and encapsulate
P&S expertise legacy modules
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System to System Interoperability (3 of 4)

Business Process Oriented Create conflict-free activity plans and command
sequences to achieve flight project’s objectives
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System to System Interoperability (4 of 4)

JPL
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