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"Support imaging" is imagery requested by other Cassini science teams to aid in the 
interpretation of their data.  The generation of the spacecraft command sequences for these 
images is performed by the Cassini Instrument Operations Team. The process initially 
established for doing this was very labor-intensive, tedious and prone to human error.  Team 
management recognized this process as one that could easily benefit from automation. Team 
members were tasked to document the existing manual process, develop a plan and strategy 
to automate the process, implement the plan and strategy, test and validate the new 
automated process, and deliver the new software tools and documentation to Flight 
Operations for use during the Cassini extended mission.  In addition to the goals of higher 
efficiency and lower risk in the processing of support imaging requests, an effort was made 
to maximize adaptability of the process to accommodate uplink procedure changes and the 
potential addition of new capabilities outside the scope of the initial effort.  

Introduction 
The team on the Cassini Project tasked with commanding and monitoring the science instruments during flight 

operations is the Instrument Operations (IO) Team.  The team consists of several individuals with expertise in the 
operations of specific science instruments as well as analysis and interpretation of data they return during the 
primary mission phase (1997-2008), the project staffed this team such that each instrument was the responsibility of 
at least one, and usually two members.  This provided a backup for members who took vacation or sick leave during 
the long primary operations period that included launch, cruise to Saturn, and Saturn orbital operations.  This 
staffing profile was consistent with the observational complexity and operational demands of a flagship mission to 
the second largest planet in our Solar System and its cadre of moons.  

Upon completion of the primary mission for Cassini, the project was granted an extended mission (XM), running 
until 2010, during which the spacecraft would continue its observations of Saturn and its numerous moons.  It was 
deemed necessary for the staffing level for XM to continue at its primary mission level to assure the safety of the 
spacecraft and to support the aggressive science campaigns planned for XM.   

However, staffing for an “extended-extended” mission (XXM) following completion of XM was not expected to 
exceed fifty percent of nominal staffing levels.  This reason alone would have called for more efficient operational 
procedures.  Compounded with the fact that several IO team members were going to transition to other projects after 
XM, team management recognized that a process improvement effort must take place. One component of this 
process improvement was the use of process automation.  Team members were tasked to document the existing 
manual process, develop a plan and strategy to automate the process, implement the plan and strategy, test and 
validate the new automated process, and deliver the new software tools and documentation to Flight Operations for 
use during the Cassini extended mission.   

A cardinal rule of automation is to system engineer the process completely prior to beginning any actual 
development of scripts or software.  This was accomplished by holding regularly scheduled IO team meetings at 
which the processes to be automated were analyzed in great detail.  This included analysis of all external interfaces 
used by the process.  Once this system engineering was completed, a plan for accomplishing the automation was 
created and the task of building the required scripts and software was begun. 
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The goals of automation for XM were defined as follows. 

• Retain resident expert knowledge base in those expert people (people will always be an integral component 
of such complex and critical processes)  

• Capture processes and procedures in automation software (mostly scripts) where and when appropriate.  
• Enable standardization of uplink tasks  
• Develop interfaces that enable inter-process communication (automated tasks triggering and talking to 

other automated tasks)  
• Maximize the efficiency, responsiveness, accuracy, and availability of the uplink processes and procedures  
• Minimize or eliminate manual processing and perform same tasks with automated tasks where and when 

appropriate.  
• Reduce time and workforce needed to perform the uplink tasks where and when appropriate.  
• Enable reduced staffing operations by flight team if extended mission funding is reduced from primary 

mission flight operations funding levels  
• Enable rapid response time to anomalous spacecraft behavior  

With these goals clearly in mind, the IO team began the analysis of the team’s internal procedures to identify 
those that could benefit from automation and standardization. The team identified several processes and a subset of 
these was chosen for implementation.   

One of these processes was the Support Imaging Generation Process.  This process was performed manually 
during primary mission operations.  It was considered wise to do so because the procedure was evolving as flight 
operations progressed, and performing it manually assured that errors would be caught by the team members 
performing the task and corrected prior to uplink of commands.  

However, after several years of using the process manually, it was considered mature enough to be automated. 
This automation would use the existing manual process as a model for the development of scripts that would 
perform the same functions as a human user but do so at much greater speed and without the risk of user input 
errors.  What follows is a detailed description of the evolution of the Cassini Support Imaging Generation Process 
from a manually performed process to an automated process that permits the team to reduce staffing to the required 
levels during XXM. 

The Uplink Process 
Support images (SI) are those images taken by the Imaging Science Subsystem (ISS) cameras, which are 

requested by other Cassini science instrument teams (typically CIRS, UVIS or VIMS) to aid in the interpretation of 
their own data.  This is as distinct from ISS images taken by the ISS science team for their inherent science value.  
Early in the Cassini mission, it was decided that when SI was requested for an observation in which ISS was already 
participating for science reasons, either because it was the lead or "prime" team (in control of the pointing) or just 
"riding along" with another Team's observation, then the SI would be implemented by the ISS Team at their remote 
site and integrated into their overall science imaging plan.  But when SI was requested for an observation in which 
ISS was not otherwise involved, then the SI would be implemented by the Cassini Instrument Operations (IO) Team 
at JPL.  This policy has been maintained throughout the tour to date.  

The ISS Support Imaging Engineer's role is to take the SI requests from the science team and process them into a 
standard commanding format which the uplink ground data system is able to understand and interpret into command 
sequences by which the spacecraft and ISS instrument are controlled. 

The uplink commanding for the Cassini instruments is specified through two types of standard human-readable 
data files.  The Spacecraft Activity Sequence File (SASF) is a plain text file specifying, in the case of ISS, the 
absolute timing of all of the ISS camera system "triggers" (initiation of a set of images) in one uplink sequence load, 
which typically operates the spacecraft for a period of about five weeks.  The specific camera settings for these 
images are contained in the Instrument Operations Interface (IOI) files.  These are plain-text files in keyword=value 
format, specifying the exposure times, filters, gain states, data compression modes and other camera settings, and the 
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relative timing of the images in the IOI file.  One IOI corresponds to one 'trigger' of the camera system and contains 
the imaging taking place during one 'tracking period' of an observation.  Depending on its pointing design, an 
observation may contain one or more tracking periods.  A typical sequence load may contain roughly 15 
observations containing support imaging and perhaps about 50 SI-containing tracking periods in total, resulting in 
50 SI IOI files.  However, the level of SI activity has varied widely from one sequence to another, up to about twice 
the above figures. 

The main tool for selecting the optimum camera parameters for ISS images and building IOI files is the ISS Pre-
commanding Tool (ISSPT2).  This is an IDL program developed by the ISS science team for planning their own 
science imaging.  Taking as input the observation pointing design and desired timing and filters for the support 
images, and interacting with the user via a graphical user interface (GUI), ISSPT determines the optimum exposure 
time and other camera settings for each image, taking into account a mathematical model of the camera 
characteristics, photometric models of the various potential target bodies, and the lighting and viewing geometry at 
the time the image is to be taken.  It also calculates an estimate of the "data volume" (number of bits that the image 
requires) based on predicted scene complexity and compression mode specified.  When it was decided that the 
Cassini IO group at JPL would be responsible for building commands for support imaging, a version of ISSPT was 
made available to IO and installed locally on Sun workstations.  

The development of the SI automation proceeded as follows: 
 
    1.  Document the existing manual process and procedures. 
    2.  Capture this process in a diagram or flowchart. 
    3.  Analyze the diagram and identify simple parts that are practical to automate. 
    4.  Develop the coding to automate these processes, test, and debug as required. 
    5.  Repeat 3 and 4 for other readily automatable procedures. 

Support Imaging Command Generation Prior to Automation 
Prior to automation, the SI engineer had to build, essentially by hand using existing templates as a guide, the 

SASF file specifying the absolute timing of all the ISS triggers (IOIs) in the sequence.  The primary template 
available was derived from an XML file produced by the Cassini Information Management System (CIMS1), an on-
line database of observation design parameters.  The XML file had to be converted to standard SASF format and 
then heavily hand-edited to add multiple triggers for observations containing more than one tracking period, and to 
replace dummy values with correct absolute times, image counts and trigger numbers, among other parameters.  The 
required tracking information was obtained from the Short Form Output File (SFOF), produced by the science team 
designing the observation's pointing, and available via FTP.  Finally, the SASF had to be run through a standard 
Project constraint-checking program (SEQGEN) prior to being delivered to the Project; this required first the 
downloading and hand-updating of an "environment" file to use in the SEQGEN run.  This entire process is 
illustrated in Figure 1.  In addition to being very time-consuming, the manual nature of most of these steps made the 
process prone to human error.  The SEQGEN run could detect errors in syntax but not in intent. 
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Time for 
Manual Process 

% possible 
error for 
manual 
process 

Time for 
Automated Process 

% possible error 
for automation 

Description 

15 minutes 5% 5 minutes 0% Gather pointing files  
10 minutes 5% < 1 minute 0% Gather requester’s 

information 
1 hour 10% < 1 minute 0% Edit files 
1 hour 20% < 5 minutes 1% Process 20 images 

 
 
Working manually, the SI ISS Engineer usually required approximately 15 minutes to gather all pointing input files 
via FTP download. The engineer had to make sure that the latest version of the pointing files was used, by 
comparing the file creation dates and times.  There was a potential for the engineer to inadvertently choose the 
wrong (i.e. outdated) pointing files, causing images to be taken improperly or sequencing errors to be issued later by 
the sequence development software.  By comparison, it takes around 5 minutes for the automated process to gather 
all the pointing files (somewhat dependent on the networking speed between the two systems), and with a high 
reliability that the correct files are selected.  

Another way the engineer has to retrieve input data is by querying the requestor’s design information from the 
observation database.  This can take up to 10 minutes for a typical sequence. The automation performs this nearly 
instantaneously. 

The two examples above illustrate that the SI Engineer had to switch between different computer systems in 
order to gather all the necessary files and input data.  Once it was automated, and the required access paths and 
permissions set up, the different systems were easily accessible by the automation almost instantaneously. 

One of the most tedious parts in the manual process was editing input files, temporary template files, etc. This 
was basically a text editor “cut and paste” operation. This could take an engineer up to 1 hour to complete manually, 
but with the automation, the editing of each file is trivially easy and almost instantaneous.  Errors for manual edits 
and calculations can occur roughly 10% of the time; again, with the automation in place, the calculations and edits 
on the files are essentially error-free. 

The time it takes to create the IOI files for a single support imaging request is dependent on the number of 
tracking periods and the number of images being requested. When running this part manually, the engineer must 
devise a timing plan for the images that meets the requestor’s specifications as nearly as possible subject to the 
breakdown of the observation into tracking periods, between which the target body is not in the field of view and 
images cannot be shuttered.  This process may require several iterations.  The timing plan is then put in the form of a 
text-edited “shutter file” for input to ISSPT.  When running ISSPT, many camera settings (filter, compression mode, 
etc.), as well as output IOI file parameters, must be manually set.  Re-runs may be necessary to adjust exposure 
times, gain states or compression mode to meet data volume constraints.    This part of the process could take the 
engineer around 1 hour to implement per typical request with 3 tracking periods.  Under the automation, 
communication between ISSPT and the automation program isn’t through a GUI, but via ISSPT module calls, and 
the process is much quicker. 

In another view, the automated and manual process is compared in Figure 5 and Figure 6. 
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to know when that point has been reached, the process, inputs, and outputs must be well understood.  At the top of 
the bell curve, all of the below is achieved: 
 

1) Rapid response time  
2) Minimum potential for human errors 
3) Maximum availability of process execution  (not sure what this means) 
4) Maximum process flexibility where response to an anomaly is adaptable to changing situations.  

  
When this state has been achieved for a particular automation effort may be hard to pinpoint, but if the process is 
well understood, this point can be intuitively recognized.  In Support Imaging automation, we automated almost 
everything.  One of the things that were not automated was the delivery of the output files to the Project.  It was 
considered desirable for the SI Engineer to look through the products and do a final check and approval before 
delivering.  This would give the SI Engineer the powerful flexibility of saying ‘no’ or ‘yes’ to a product.   

Testing of Automation Algorithm 
The testing and validation of the support imaging automation algorithm was an iterative process.  A version of 

the automation software was installed by the programmer and made available for another IO team member to test.  
The testing was typically done using past flight imaging sequences as input, since the output from the previous 
manual runs of ISSPT were already available for comparison.  Results of the testing, including any problems 
encountered, error messages issued, etc., were reported back to the programmer.  These were then addressed and a 
new version of the automation software was released, and the process repeated. 

Testing of the automation routine was to verify that: 
 
       (a) The process ran to completion, without aborting or hanging up. 
       (b) All required input files could be accessed and read successfully. 
       (c) ISSPT was successfully called and executed as required. 
       (d) All expected output files (SASF and IOIs) were produced and were in the 
           correct format. 
 

The detailed numerical values for the exposure times for individual images were not checked as part of the SI 
automation testing/validation process.  It was assumed that testing done by the ISS science team before releasing 
ISSPT to their own team members (and to JPL) was adequate to validate the performance of ISSPT.  At JPL, only 
random spot-checks were performed to verify that the exposures seemed reasonable based on past ISSPT runs done 
without automation. 

The first version of the automation routine was delivered for testing in March 2006; testing of subsequent 
versions has continued intermittently to the present.  "S38" (the 38th flight sequence since orbital insertion) was the 
first sequence used for automation testing. 

Many of the problems encountered during the testing were due to hardware and software configuration issues, 
either due to differences in configuration between the machines used for the coding and the testing, or due to 
configuration changes that were unexpected by the IO staff or which had unanticipated impacts on the automation 
algorithm.  This included factors such as read-access privileges on files, remote login access to machines storing 
required data, IDL licensing issues, IDL, ISSPT and workstation O/S version upgrades, password updates, etc.  
These types of problems, if unresolved, could prevent the automation routine from accessing all of the data files and 
software required. 

Problems were also encountered due to failures of other teams responsible for providing certain data to follow 
agreed-upon procedures.  One example is the pointing data files, which sometimes were delivered late, or to the 
wrong directory, or in an incorrect format (e.g., a tar bundle rather than individual files).  When ISSPT was run 
manually, the operator could address these types of problems straightforwardly, but encountering these problems 
during testing of the automation underscored that with automation, it was essential that all teams involved follow 
agreed-upon procedures. 

In addition to the reporting of problems, the automation tester also made note of any potential enhancements to 
the process that came to light during the testing process.  Examples included improvements to the algorithm for 
spacing SI frames during an observation period, changes to the default names of output files, and several ideas for 
greater automation of a few remaining manual steps in the process, which would speed the process up even further.  
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Many of these proposed changes have been implemented by the programmer on a best-efforts basis.  Others may 
still be implemented in the future if workforce and budget constraints permit. 

Conclusion 
The Support Imaging Generation Process used by the Cassini Instrument Operations Team was greatly 

enhanced by the use of automation.  It reduced or eliminated the possibility of user input errors during process 
execution, it made the process much more rapid, it codified the expert knowledge needed to perform the process, 
and it made possible the staffing reductions dictated by XXM budget constraints.  All of this was accomplished 
while also keeping the process flexible and responsive to changing needs and requirements that will eventually 
occur on a mission that has been performing its many science data gathering functions since its launch in 1997 and 
will continue until its propellant resources are depleted in 2017, twenty years after it set out on its journey of 
discovery. 
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