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Abstract—Cloud Computing holds tremendous potential for 
missions across the National Aeronautics and Space 
Administration. Several flight missions are already benefiting 
from an investment in cloud computing for mission critical 
pipelines and services through faster processing time, higher 
availability, and drastically lower costs available on cloud 
systems. However, these processes do not currently extend to 
general scientific algorithms relevant to earth science missions. 
The members of the Airborne Cloud Computing Environment 
task at the Jet Propulsion Laboratory have worked closely 
with the Carbon in Arctic Reservoirs Vulnerability 
Experiment (CARVE) mission to integrate cloud computing 
into their science data processing pipeline. This paper details 
the efforts involved in deploying a science data system for the 
CARVE mission, evaluating and integrating cloud computing 
solutions with the system and porting their science algorithms 
for execution in a cloud environment. 
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1. INTRODUCTION 

A compute cloud consists of a cluster of computers whose 
location and networking details have been abstracted or 
virtualized. This abstraction allows a compute cloud to be 
offered as a service of computing resources available at any 
given moment. A cloud computing service allows a 
customer to utilize these available resources (machines, 
storage, and messaging services, among others) on a pay-as-
you-go basis. The initial cost for instantiating a compute 
cloud instance is minimal and depending on the provider, 
may be accomplished with little or no human interaction. 
The entire transaction is facilitated through an automated 
web interface or through an application programming 
interface. This allows the customer to use and pay for 
computing resources as soon as the need arises.  

Cloud computing has been shown to offer tremendous 
potential for missions across the National Aeronautics and 
Space Administration (NASA). It has been used in flight 
operations with great success, offering faster processing 
time, higher availability, and drastically reduced costs. For 
example, cloud computing is being used by the Mars 

Science Laboratory (MSL) mission, among others, to tile 
and scale thousands of images for public consumption with 
more reliability, timeliness, and cost-effectiveness than 
previously possible. [1] Cloud computing has also been 
used by the Mars Exploration Rover (MER) mission for 
tactical planning. [2] However, the advantages of cloud 
computing have not been extended to general scientific 
algorithms relevant to earth science missions. Moreover, 
there are significant barriers to wide scale adoption of cloud 
computing across the earth science community that include: 
vendor lock-in, data transfer performance, security and 
compliance issues, as well as the lack of metrics to evaluate 
the suitability of cloud solutions. 

The members of the Airborne Cloud Computing 
Environment (ACCE) task at the Jet Propulsion Laboratory 
(JPL) are working with the Carbon in Arctic Reservoirs 
Experiment (CARVE) mission to build and deploy a science 
data processing pipeline to process and manage their data 
products. Due to the processing demands of the Level 2 Full 
Physics algorithm, CARVE has decided to utilize a cloud 
computing solution to facilitate execution of this algorithm 
and generation of the associated products. In addition to 
providing the pipeline, ACCE is also providing the interface 
to the desired cloud provider. 

Building upon previous work with distributed workflows, 
ACCE leverages the Polyphony framework developed at 
JPL [1] for interfacing with the cloud provider. This allows 
integration of our efforts into a general framework that can 
be used in missions across NASA, and allows CARVE to 
take advantage of the scalability, modularity, and resiliency 
that has already been integrated into Polyphony for 
numerous other missions. Polyphony supports hybrid 
workflows allowing machines running on any cloud, or 
even locally, to contribute to the pipeline processing 
capacity. This integrated solution can stream the data from 
machines at JPL as it becomes available, eliminating the 
need to have all of the data ready before processing begins. 
This is discussed further in the Architecture section. 

In this paper, we detail our efforts of integrating cloud 
computing into the processing pipeline for the CARVE 
earth science mission. In particular, we briefly discuss the 
supporting mission and the earth science Level 2 Full 
Physics algorithm as well as introduce crucial cloud 
concepts in the Background section. In addition, we detail 
the characteristics of our solution and how we developed it 
at length in the Architecture section. Finally, we discuss two 
important reusable contributions that our project has made: 
the porting of the Level 2 Full Physics algorithm to the 
cloud, and the generation of base Amazon Machine Images 
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(AMIs) for scientific computation, in the Contributions 
section. 

 
2. BACKGROUND  

This section provides some background information on the 
participants and components involved in the effort. 

Airborne Cloud Computing Environment 

ACCE is a reusable cloud-capable science data system for 
sub-orbital instruments providing process control and data 
management services at low-cost, and low-risk, with a 
predictable, scalable cost model. The ACCE task is 
currently in its third year of a three-year funded effort to 
improve the return on airborne missions. Low budget 
airborne missions are typically deprived of infrastructure 
required for timely processing. Because of this, cloud 
computing is a natural fit for such missions. The task has 
developed a common science data system capability for 
airborne instruments that encompasses the end-to-end 
lifecycle covering planning, provisioning of data system 
capabilities, and support for scientific analysis in order to 
improve the quality, cost effectiveness, and capabilities to 
enable new scientific discovery and research in earth 
observation. 

The science data system is built on Apache’s Object 
Oriented Data Technology (OODT) suite of components. 
[9] Although this task is focused on supporting airborne 
missions, the methods utilized and the resulting software 
system are based on work from previous efforts that 
supported the Orbiting Carbon Observatory and NPP 
Sounder PEATE missions [14] and are applicable to 
spaceborne missions whether they be earth-based or 
planetary missions. Along with the suite of pipeline 
enabling components, ACCE also offers a unified portal 
providing instrument teams increased mobility, being able 
to access data and information from wherever they are 
located. Figure 1 details the high-level architecture of the 
ACCE science data system. 

 

Figure 1: ACCE Architecture 

 
Carbon in Arctic Reservoirs Vulnerability Experiment 

Part of NASA's Earth System Science Pathfinder program, 
CARVE will collect the first simultaneous measurements of 
surface characteristics that control gas emissions and total 
atmospheric columns of important greenhouse gases, using 
an L-band spectrometer and a nadir-viewing Fourier 
transform spectrometer (FTS) aboard a Twin Otter aircraft 
flying over the Alaskan Arctic. Deployments, or flights, will 
occur during the spring, summer, and early fall in order to 
maximize the measurement opportunities. [3,4] The FTS 
instrument will produce over 700,000 soundings (spectrum 
measurements) over the life of the three-year mission. Each 
sounding is processed along with external data using the 
general Level 2 Full Physics algorithm to generate the total 
atmospheric columns of carbon oxide, carbon dioxide, and 
methane [5]. 

Level 2 Full Physics Algorithm 

The Level 2 Full Physics (LP FP) algorithm is currently 
used across multiple earth science missions and tasks, 
including Orbiting Carbon Observatory (OCO) - 2 and 
Atmospheric CO2 Observations from Space (ACOS). [15] It 
is a converging algorithm that derives estimates of the 
column averaged atmospheric dry air mole fraction of 
certain greenhouse gases from the spectra returned from the 
FTS instrument. It is also used in the OCO - 2 mission to 
retrieve the atmospheric carbon dioxide dry air mole 
fraction from measurements [5]. 

The simplest description of the algorithm is that it runs a 
forward model that tries to predict the spectral values 
produced by the instrument for a given sounding.  Some of 
the starting parameters for the model are known, and some 
have to be estimated using the best information available.  
The forward model itself uses other models, such as a solar 
model, and a radiative transfer model. The forward model's 
prediction is mathematically evaluated to determine how 
close it is to the actual values observed.  If the difference is 
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above a certain threshold, input assumptions used by the 
forward model are tweaked, and the forward model is run 
again to produce a better prediction. This prediction 
iteration process continues until either the threshold is 
reached, or it is determined that the sequence will not 
converge. Once the predicted values are within the threshold 
of the observed values, the state of the model is assumed to 
be accurate enough to describe the contents of the column of 
air observed. 

Cloud Computing As a Venue for Mission Data Processing 

The amount of elasticity available to analysts, researchers, 
and operators in the cloud in a cost-effective manner make it 
a suitable venue for mission data processing. Traditionally, 
NASA missions procure all infrastructure required for data 
processing at least a year before they become operational. 
The fundamental issue with this practice is that it requires 
missions to predict the amount of capacity required. Over 
prediction typically leads to procurement of unnecessary 
resources and under prediction leads to processing delays. 
Meanwhile, accurate prediction is extremely challenging. 
Furthermore, during reprocessing, missions are typically 
confined to the capacity they have provisioned and have to 
wait for spare resources to finish reprocessing data. Most 
importantly, missions endure the risk of real-time 
processing falling behind in case of a major outage, which 
would make it extremely difficult to catch up.  

Cloud computing offers a paradigm shift that enables 
missions to postpone infrastructure procurement until it 
goes operational. CARVE will be the first NASA mission to 
exercise this capability. CARVE goes operational in Spring 
of 2012, and we have not procured any processing 
infrastructure to handle the L2 FP processing. Furthermore, 
we are able to validate our algorithms in the cloud 
environment across a large cluster and then turn the 
machines off. Since cloud computing operates on a pay-as-
you-go model, it obviates costs that missions incur after 
validating that their infrastructure is ready for operations. 
The CARVE data systems team did significant analysis of 
all available options before deciding to move forward with a 
cloud based model.  

The cost to purchase and operate a cluster-based system 
capable of generating the Level 2 FTS products from these 
data was prohibitive. Through a concrete analysis, we 
determined that the cost of procurement and management of 
a cluster for the life of the mission would be $481,000. This 
cost does not include utilities and physical space that are 
paid for by burden funding. It is crucial to note that, since 
CARVE is an airborne mission with campaigns dispersed 
around the year, the processing for CARVE is extremely 
bursty. The pay-as-you-go nature of the cloud, as well as the 
idea that “using 1000 machines for 1 hour costs the same as 
using 1 machine for 1000 hours” [6], made cloud computing 
the solution of choice for CARVE data processing. Instead 
of buying hundreds of machines for a cluster system that 
will be underutilized, the mission will rent that same 
number of machines or more in the cloud for hours at a time 

at a reduced price. The cost for utilizing a cloud solution to 
generate the Level 2 FTS products was estimated at 
$196,000 for the life of the mission. This estimate was 
prepared over a year ago and was based on pricing 
information from Amazon Web Services at the time. Since 
then, although hardware prices have decreased, cloud 
computing prices have also decreased in a similar fashion. 

ACCE and Polyphony are cloud provider agnostic. In the 
current design, the CARVE mission will utilize Amazon’s 
Elastic Compute Cloud (EC2) for L2 FP processing. When 
launching a new machine on Amazon EC2, the operating 
system, software, configuration, and data on the machine 
can be stored in a virtual machine image. Within the EC2 
environment, this image is referred to as an Amazon 
Machine Image (AMI). AMIs can be used to launch a 
machine from an image within Amazon, local installations 
of Eucalyptus [16], as well as NASA’s Nebula cloud [17]. 
An AMI consists of a file system image coupled with a 
kernel. Developers have the ability to make an image from a 
pre-configured machine by a few simple clicks or a single 
API call. In a typical development scenario, a user 
configures a single machine with all of the required libraries 
and software. Once a single machine is ready, it can be 
imaged and the user can launch as many instances of the 
image as required to finish the task. Furthermore, users have 
the choice between a variety of instance types that vary in 
storage, RAM, CPU capacity and network characteristics.  
Since the L2 FP algorithm is primarily CPU-bound and has 
modest memory requirements, instances that offer highest 
CPU capacity work best for CARVE. Specifically, the 
Cluster Compute Units work really well for CARVE 
because they offer single tenancy, 16 hyper-threaded cores, 
and 23GB of RAM [8]. This particular instance has 
superfluous RAM as L2 FP only requires 8GB of RAM to 
fully subscribe the CPU capacity. In an ideal world, 
CARVE would have access to a cheaper instance type that 
offers less RAM.  

 
3. ARCHITECTURE 

CARVE will become operational in spring of 2012. Being a 
low-cost airborne mission, we do not yet have instrument 
data from the actual mission. Nonetheless, we were able to 
validate our approach using data from the ACOS task, 
which was obtained from the Greenhouse Gases Observing 
Satellite (GOSAT) [15]. The Repeat Cycle benchmark is 
used to test compatibility of the L2 FP software across 
versions of the algorithm, and it consists of 3668 soundings 
(measurements) from GOSAT. During a repeat cycle, the 
satellite orbits the earth multiple times (44, in this case) 
across multiple days (3, in this case) [10] so that the position 
of the satellite above the earth at the end of the cycle is the 
same as it was at the beginning of the cycle. Depending on 
the complexity of the data and time required for the data to 
converge, each sounding takes between 10 to 90 minutes to 
be processed on a single core of a High-CPU Amazon EC2 
machine. Our architecture employs a multi-process 
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While JPL uses the Intel Fortran compiler in its internal 
clusters, the license terms are not compatible with bursty 
scenarios where machines might only exist for a few hours 
at a time. Instead, we used the gfortran compiler, which is 
part of GCC. The combination of different hardware and 
different compiler gave slightly different results in the 
output.  

We also automated the installation of dependencies 
installable using YUM and the compilation of GCC and L2 
FP in a series of shell scripts, so that we are able to upgrade 
to new versions of L2 FP in a matter of hours with little 
manual intervention. After we installed a version of L2 FP 
on an EC2 machine, we created a reusable AMI from the 
machine. These techniques significantly sped up 
development. 

Base AMIs for Scientific Computation 

While using shell scripting to automate the installation of 
software and data on a cloud machine is useful, upgrading 
an element of the system can be time consuming, as all the 
elements must be rebuilt. For example, when creating a new 
AMI with a new version of L2 FP, our script also rebuilt 
GCC, an operation that can be time consuming. Instead of 
starting from a vanilla installation of Linux, we built a base 
AMI with our custom installation of all dependencies for the 
L2 FP algorithm. As mentioned earlier, this base AMI 
streamlines the update process. 

We created another base AMI with these and other 
dependencies, such as FFTW and gfortran, that are common 
to numerous other science processing tasks. We believe that 
this base AMI will continue to streamline the process of 
creating AMIs for other missions.  

 
5. CONCLUSIONS 

This paper details the efforts of the ACCE team members 
and the CARVE mission to develop and deploy a science 
data processing pipeline to process and manage the data 
from multiple flights over the Alaskan Arctic. The core of 
the science data system consists of tailored components 
from the Apache OODT suite. Although the system 
supports multiple data streams, the focus of this paper is on 
the Fourier transform spectrometer data stream, the 
associated Level 2 Full Physics algorithm and its port and 
execution in a cloud computing environment. Using the 
Polyphony orchestration framework, we developed a hybrid 
system that runs in the JPL and Amazon EC2 environments, 
is scalable, efficient, and resilient to individual machine 
failures. We also describe two components of the system 
that can be readily used by other missions: the ported L2 FP 
algorithm, and the construction of base AMIs for scientific 
computation. 

At this point in the development effort, the integration 
between the OODT component suite and Polyphony is 
limited. Planned work for this fiscal year includes 

integration between OODT and Polyphony, expansion of 
ACCE portal capabilities and support of CARVE 
operations. 
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