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Abstract—Computing requirements vary by industry, and it 
follows that NASA and other research organizations have 
computing demands that fall outside the mainstream. While 
cloud computing made rapid inroads for tasks such as 
powering web applications, performance issues on highly 
distributed tasks hindered early adoption for scientific 
computation. One venture to address this problem is Nebula, 
NASA’s homegrown cloud project tasked with delivering 
science-quality cloud computing resources. However, another 
industry development is Amazon’s high-performance 
computing (HPC) instances on Elastic Cloud Compute (EC2) 
that promises improved performance for cluster computation. 
This paper presents results from a series of benchmarks run on 
Amazon EC2 and discusses the efficacy of current commercial 
cloud technology for running scientific applications across a 
cluster. In particular, a 240-core cluster of cloud instances 
achieved 2 TFLOPS on High-Performance Linpack (HPL) at 
70% of theoretical computational performance. The cluster’s 
local network also demonstrated sub-100 µs inter-process 
latency with sustained inter-node throughput in excess of 8 
Gbps. Beyond HPL, a real-world Hadoop image processing 
task from NASA’s Lunar Mapping and Modeling Project 
(LMMP) was run on a 29 instance cluster to process lunar and 
Martian surface images with sizes on the order of tens of 
gigapixels. These results demonstrate that while not a rival of 
dedicated supercomputing clusters, commercial cloud 
technology is now a feasible option for moderately demanding 
scientific workloads. 
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1. INTRODUCTION 

While cloud computing made a splash in the consumer web 
space, certain industries have been relatively hesitant to 
fully embrace cloud services. The scientific computing 
community has raised valid concerns about the cloud’s 
ability to perform on large-scale distributed tasks that have 
long been the domain of dedicated computing clusters. In 
particular, the constant CPU and network stress imposed by 

large linear algebra systems has a different usage profile 
than the more bursty characteristics of web applications. 

Early benchmarks of cloud-based clusters revealed 
lackluster performance largely due to limiting network 
interconnects and virtual machine overhead [1] [2]. Around 
this time, NASA’s own Nebula cloud project was unveiled 
in 2009 with an emphasis on increased scientific computing 
performance and security; areas that were feared ignored by 
commercial cloud providers [3]. 

Since then, recent developments in the commercial cloud 
market have shown a steady investment in making cloud 
services suitable for scientific computation. In July 2010, 
Amazon launched their high-performance computing (HPC) 
Elastic Cloud Compute (EC2) service that provides more 
powerful instance hardware, reduced virtual machine 
overhead, and local 10 GigE networking between grouped 
instances [4]. Using a cluster of these HPC EC2 instances 
comprised of 7,040 cores, Amazon proceeded to rank in the 
TOP500 supercomputing list and remains at the number 451 
spot as of the June 2011 rankings [5]. Amazon unveiled an 
upgraded HPC instance type in November 2011 with 
additional RAM and CPU capacity [6]. Additionally, a 
third-party vendor acting as a cloud broker started leasing 
out time on a 30,000 core cluster of EC2 instances at a cost 
of $1,279 per hour [7]. 

In light of these developments, a suite of both synthetic and 
application-level benchmarks were identified for the 
purpose of testing aspects of cloud computing that are 
important for running science applications. These 
benchmarks were then run on Amazon EC2 with HPC 
instances to test the efficacy of commercial cloud offerings 
for distributed computing tasks. 

 
2. METHODOLOGY 

Naturally, there exists a multitude of different benchmark 
combinations that could be performed. A chosen set of 
synthetic benchmarks tests a single machine aspect that 
could potentially bottleneck distributed applications. 
Selected application-level benchmarks test a computer 
cluster as a whole with a representative task. Since 
application-level benchmarks can be affected by multiple 
components of a system, results from synthetic benchmarks 
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can inform the results from application-level tests by 
identifying specific deficiencies. 

Synthetic Benchmarks 

The synthetic benchmarks fall into three general categories: 
external network, single instance, and local network. 
External network benchmarks test the performance of the 
connection between a user and Amazon’s datacenter. Single 
instance benchmarks test performance of a single 
component of an instance. Local network benchmarks test 
the connection between two locally networked instances. 
Performance aspects being tested and the benchmark tools 
associated with these aspects are shown in Table 1. Some 
individual benchmarks are part of the High-Performance 
Computing Challenge (HPCC), which is described later in 
this section. 
 

Table 1. Synthetic Benchmark List 
Benchmark Type Benchmark Tool 

Internet Throughput iperf 2.0.5 
Internet Latency BSD traceroute 

CPU Cache Throughput CacheBench (release 
5/23/2008) 

Mass Storage 
Throughput Bonnie++ 1.03e 

RAM Throughput STREAM (HPCC 1.4.1) 

Inter-process Latency MPI Ping-Pong (HPCC 
1.4.1) 

Inter-process Throughput MPI Ping-Pong (HPCC 
1.4.1) 

Inter-node Throughput iperf 2.0.5 
 
Application Benchmarks 

Unlike synthetic benchmarks, application benchmarks stress 
a machine or cluster as a system and can be negatively 
impacted by performance bottlenecks in multiple areas. Two 
application benchmarks were selected: High-Performance 
Linpack (HPL) and Hadoop image processing. 

HPL is a benchmark that measures floating-point 
computation performance by solving a system of linear 
equations and is routinely run on supercomputing clusters. 
Results of HPL are used to rank supercomputers in the 
TOP500 list. In the case of this work, HPL is run as part of 
the HPCC. 

Hadoop is an open source framework that implements 
Google’s MapReduce algorithm for highly parallel 
processing. For the benchmark, Hadoop is used to process 
gigapixel-sized surface images from the both moon and 
Mars into sets of image tiles. The image processing job 
taking place is a real-world component of NASA’s Lunar 
Mapping and Modeling Project (LMMP). 

High-Performance Computing Challenge (HPCC) 

The HPCC is a benchmark suite managed by the University 
of Tennessee at Knoxville for the purpose of providing an 
easy to run and consistent method of testing across different 
computing clusters [8]. Certain synthetic benchmarks and 
HPL are parts of the HPCC, and results from these tests 
were gathered by running the challenge as a whole. 
However, the results of select tests are presented 
individually. 

Hardware Specifications 

Tests are conducted using Amazon EC2 cc1.4xlarge HPC 
instances. These instances use hardware accelerated 
virtualization to provide lower VM overhead compared to 
the paravirtualized non-HPC instances. Additionally, a 
commodity desktop computer is benchmarked as a baseline 
for the CPU cache throughput, mass storage throughput, and 
RAM throughput tests to provide context for the cloud 
instance results. Hardware specifications are shown below 
in Table 2 and Table 4. 

Table 2. Cloud Instance Hardware Details 
Instance Type cc1.4xlarge 
CPU Intel Xeon X5570 (x2) 
RAM 23 GB 
Network 10 GigE 

 
Table 3. Baseline Hardware Details 

Model Apple iMac 12,2 
CPU Intel Core i7-2600 
RAM 8 GB 
Network Gigabit 

 

3. SYNTHETIC BENCHMARK RESULTS 
Internet Throughput & Latency 

Researchers often have large datasets that need to be 
transferred to a computing facility for processing. Since 
cloud computing data centers are physically off-facility for 
users, cloud providers must support high upload throughput 
from users’ facilities in order to prevent excessive delays 
when preparing processing jobs. 

Tests took place between JPL in Pasadena, CA and 
Amazon’s US West datacenters in San Francisco, CA. 
Traffic was routed through the CENIC (Corporation for 
Education Network Initiatives in California) Internet2 
connection. TCP parameters were tuned as detailed in Table 
4, and iperf 2.0.5 was used to perform data transfer with 10 
parallel streams for 10 seconds. 

Table 4. TCP Tuning Parameters 
Parameter Value 

net.core.rmem_max 8388608 
net.core.wmem_max 8388608 

net.ipv4.tcp_rmem 4096 
87380 
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companies, in international venues, and in the US 
Government arena.  Some of the companies has worked for 
include Telos, enterWorks, User Technology Associates, 
Digital Island, Exodus, Cable & Wireless, and Raytheon. 
Tom has been both a frequent producer and consumer of 
advanced collaboration and engineering tools and practices 
as his ventures have always included a highly distributed 
workforce that required advanced collaboration practices.

 




