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Abstract 

To enhance NASA’s Deep Space Network (DSN), an effort is underway to improve network performance 
and simplify its operation and maintenance. This endeavor, known as the “Common Platform,” has both 
short- and long-term objectives. The long-term work has not begun yet; however, the activity to realize 
the short-term goals has started.  

There are three goals for the long-term objective: 

1. Convert the DSN into a digital network where signals are digitized at the output of the down 
converters at the antennas and are distributed via a digital IF switch to the processing platforms. 

2. Employ a set of common hardware for signal processing applications, e.g., telemetry, tracking, 
radio science and Very Long Baseline Interferometry (VLBI). 

3. Minimize in-house developments in favor of purchasing commercial off-the-shelf (COTS) 
equipment.  

The short-term goal is to develop a prototype of the above at NASA’s experimental station known as 
DSS-13.  This station consists of a 34m beam waveguide antenna with cryogenically cooled amplifiers 
capable of handling deep space research frequencies at S-, X-, and Ka-bands. Without the effort at DSS-
13, the implementation of the long-term goal can potentially be risky because embarking on the 
modification of an operational network without prior preparations can, among other things, result in 
unwanted service interruptions. Not only are there technical challenges to address, full network 
implementation of the Common Platform concept includes significant cost uncertainties. Therefore, a 
limited implementation at DSS-13 will contribute to risk reduction. 

The benefits of employing common platforms for the DSN are lower cost and improved operations 
resulting from ease of maintenance and reduced number of spare parts. Increased flexibility for the user 
is another potential benefit. 

This paper will present the plans for DSS-13 implementation. It will discuss key issues such as the 
Common Platform architecture, choice of COTS equipment, and the standard for radio frequency (RF) to 
digital interface.  

1. Introduction 

The Space Communications and Navigation (SCaN) Office of the National Aeronautics and Space 
Administration (NASA) provides communications and tracking services to all NASA space assets. These 
services are provided via three networks known as the Space Network (SN), the DSN, and the Near Earth 
Network (NEN). These networks dedicate hardware and software tools to ground antennas within their 
respective domains. Within each network, resources allocated to an application (or service), for the 
most part, are not used by another application. Furthermore, many of the resources have been 
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Figure 5. Conceptual Common Platform Implementation at DSS-13 

The short-term goal is to develop a prototype of the above objectives at DSS-13. Other short term goals 
are to develop initial set of requirements for the common platform, test available COTS technologies, 
develop an architecture for the DSN common hardware platform, and test key and challenging aspects 
of the proposed architecture.  Clearly the implementation at DSS-13 will benefit the long-term goal by 
addressing technical challenges, reducing cost uncertainties, and avoiding potential service 
interruptions. Presently, we are working on the short-term goals. 

Once the Common Platform approach is developed and infused into the DSN, lower cost and ease of 
operations (maintenance and upgrades) will result. It will be easier to maintain only one kind of 
hardware platform. And being commercially obtained, future evolutions of the platform will be readily 
available from commercial vendors.  

Figure 5 shows the concept as it may be implemented at DSS-13. Note that the majority of hardware 
modules are COTS. These parts are mostly the same brand as the ones selected by SGSS to ensure parts 
compatibility among NASA networks, as much as feasible.  

It is constructive to compare the two architectures presented by Figures 4 and 5 to appreciate the 
difference between the pre-common-platform station and the post-common-platform station: 

1. Whereas in Figure 4 IF distribution is analog, in Figure 5 signals are digitized before transmission 
to the control room. 

2. Whereas in Figure 4 fiber optic lines carry analog signals, in Figure 5 the lines carry digital 
signals. 

3. The IF switch at the control room of Figure 4 is analog and in Figure 5 is digital.  
4. All user equipment in Figure 5 use the same hardware platform; however, in Figure 4 a variety 

of hardware platforms are used. 
5. In Figure 4 most equipment were developed in-house, whereas most equipment in Figure 5 are 

COTS.  

Therefore, after a full implementation of the Common Platform concept, most user equipment will use 
one kind of platform. Hence most if not all of the boxes at the lowest row of Figure 4 will be 
implemented using Virtex 6-based Advanced Mezzanine Cards (AMC), and each analog to digital 

LNA: Low Noise Amplifier 
FTS: Frequency & Timing System 

ADC 

6 
 



converter (ADC) will be implemented in a FPGA Mezzanine Card (FMC). In rare occasions, non-COTS 
equipment may be used for special applications.  

3.1 Analog-to-Digital Interface 

An important consideration with the Common Platform development is the interface between the 
analog and digital segments of the signal paths. Among options, a standard known as VITA 49 has 
recently gained popularity and has been adopted by SGSS. Due to its many salient features, and also the 
fact that SGSS is going to use it, the Common Platform task will adopt the VITA 49 standard as the 
transport-layer protocol. VITA 49 is a packet-based standard that promotes interoperability between 
radio receivers and signal processing equipment in a wide range of applications [2].  

According to ANSI/VITA 49.0, VRT Standard [3], the benefits of this radio transport protocol include:  

• Transport-layer interoperability between equipment providers, which reduces integration time 
and effort. Hence, equipment from multiple vendors can be combined so that technology 
insertion is simplified. Interoperability is accomplished by:  
1. Standardizing signal data transport between receivers and signal processors.  
2. Standardizing metadata transport between receivers and signal processors, and 

standardizing metadata types. (Note: Metadata may or may not be implemented for DSN 
use; however, if implemented, metadata that may be conveyed can include a variety of 
equipment settings pertinent to signal processing applications, antenna weather station 
data, auxiliary sensor data, etc.).  

• Efficient packet structures.  
• Transport layer multiplexing of many signal channels onto one link interface.  
• Flexible data routing to any number of signal processors or FPGAs in the same chassis, between 

multiple chassis, or to any destination without degradation of the signal. This makes VRT [VITA 
49 Radio Transport] ideal for distributed antenna applications.  

• Coherency between multiple receiver channels for both real-time and recorded-data 
applications via the use of high-precision time stamping.  

The primary focus of this standard is on RF signals and equipment. A packet-based interface between 
the analog RF and the digital subsystems is conceptually illustrated in Figure 6. Analog RF is digitized via 
a number of receivers (amplifier, filter, down converter, analog-to-digital converter [ADC]) and the 
output digital signals are passed on to a number of signal processors. In this topology, any receiver can 
be connected to any signal processing or recording platform. 

Figure 7 shows a simple VITA 49 application in RF communications. Figure 8 shows a design option 
where two X-band signals are multiplexed on a single 10 GbE fiber line. Note that X-band allocation for 
deep space research is 50 MHz. Each signal has to be sampled at 100 MHz or higher. Using 10-bit 
samplers, the total number of bits per second is 50x2×2×10 = 2 Gb/s. The signals are processed digitally 
to reduce the number of bits per sample to 7. Hence the input to the fiber line is a 1.4 Gb/s stream, 
which is well below the line capacity of 10 Gb/s. The salient feature of this approach is that a single Ka-
band signal with a 500 MHz bandwidth can also be placed on a 10 GbE line, hence providing the 
commonality that is an important objective. Presently, the suitable number of effective quantization bits 
for DSN applications is being investigated. 
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presence of the pedestal room. Antennas that do not have a pedestal may pose a greater challenge for 
conversion to the Common Platform because of practical reasons. 

From the above list of issues, it is evident that the following three topics are critical to the Common 
Platform endeavor: 

1. Serve a diverse user community. 
2. Leave room for growth. 
3. Strive for a simple and low-cost implementation.  

 
One final note is that, at some point, a road map will have to be developed for the infusion of the 
common platform architecture into the existing DSN.    
 

4. Summary 

NASA’s SCaN Office is in the process of upgrading its space communications and tracking networks 
where IF signals will be distributed digitally and users will employ COTS processing platforms. For the SN, 
the above goals are being realized under the auspices of the SGSS program. For the DSN, a new effort 
has recently begun that will realize the above goals in two phases. First, a prototype of the system will 
be demonstrated at the experimental station DSS-13, and next the infusion of the developed system will 
take place into the operational network.  

To this end, the prototype activity has begun investigating the requirements and making plans. The 
progress so far includes the following achievements: 

• Gathering a group of experts to form the Common Platform team at JPL. The team’s expertise 
includes systems engineering, communications, signal processing, and hardware and software 
engineering. 

• Putting together a laboratory consisting of COTS equipment to be used at DSS-13. These tools 
include MicroTCA chasses, digital IF switches, ADCs, FPGAs, fiber optic transceivers, and more. 

• Drafting a number of straw man designs and alternatives. 

It is expected that by the end of this year (2013) hardware can be transferred from the laboratory to 
DSS-13 pedestal room for field tests. 
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