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Abstract— The Portable Radio Science Receiver (PRSR) is a 
suitcase-sized open-loop digital receiver designed to be small 
and easy to transport so that it can be deployed quickly and 
easily anywhere in the world.  The PRSR digitizes, down-
converts, and filters using custom hardware, firmware, and 
software.  Up to 16 channels can be independently configured 
and recorded with a total data rate of up to 256 Mbps.  The 
design and implementation of the system's hardware, 
firmware, and software is described.  To minimize costs and 
time to deployment, our design leveraged elements of the 
hardware, firmware, and software designs from the existing 
full-sized operational (non-portable) Radio Science Receivers 
(RSR) and Wideband VLBI Science Receivers (WVSR), which 
have successfully supported flagship NASA deep space 
missions at all Deep Space Network (DSN) sites.  

We discuss a demonstration of the PRSR using VLBI, with one 
part per billion angular resolution: 1 nano-radian / 200 µas 
synthesized beam.  This is the highest resolution astronomical 
instrument ever operated solely from the Southern 
Hemisphere.   Preliminary results from two sites are presented, 
including the European Space Agency (ESA) sites at Cebreros, 
Spain and Malargüe, Argentina.  Malargüe’s South American 
location is of special interest because it greatly improves the 
geometric coverage for spacecraft navigation in the Southern 
Hemisphere and will for the first time provide coverage to the 
1/4 of the range of declination that has been excluded from 
reference frame work at Ka-band. 
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1. INTRODUCTION 
Interplanetary navigation uses four primary types of 
measurements for orbit determination: Range, Doppler, 
Delta Differential One-way Range, and onboard optical.  
Range is a measurement of the distance to the spacecraft 
and is obtained using the difference in time between when a 
signal is sent and received.  Doppler is a measurement of the 
radial velocity of the spacecraft using the Doppler shift of 
the signal [1].  Delta Differential One-Way (DOR) range is 
a measurement of the angular position and velocity of the 
spacecraft using station-differenced one-way range [2].  
These angular measurements are referenced to a 
predetermined catalog of radio sources.  These radio 
reference sources are quasars that are located in distant 
galaxies and have very stable positions [3].  Onboard optical 
measurements use the spacecraft camera to image a target 
against a star background and are useful for approaching a 
target such as a comet that does not have well known 
ephemeris with respect to quasars. 

 

Figure 1- Current distribution of X/Ka radio sources 

The current distribution of X/Ka band radio sources is 
shown in Figure 1 [4]. This plot uses the Hammer-Aitoff 
projection, which preserves the surface area density of 
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sources.  The yellow dotted line is the galactic plane and the 
blue dashed line is the ecliptic plane.  Points are colored 
based on 1-sigma standard deviation declination errors.  The 
current requirement for Delta-DOR accuracy is < 200 µas 
and includes orange (< 100 µas) and red (100-200 µas) 
points.  Accurate Delta-DOR measurements are particularly 
important for missions landing on another planet.  

The NASA Interior Exploration using Seismic 
Investigations, Geodesy and Heat Transport (InSight) 
mission will place a lander on Mars to study the planet’s 
interior.  Launch is scheduled in early 2016 and landing in 
late 2016.  Insight is planning to approach Mars at 18 hours 
right ascension and -26 degrees declination.  There are few 
sources in this region of the sky that meet current Delta-
DOR accuracy requirements.   

Navigation measurements such as Delta-DOR are 
performed using the Deep Space Network (DSN), the 
ground portion of the communications link between Earth 
and NASA spacecraft.  As shown in Figure 2, the DSN has 
three Deep Space Communications Complexes (DSCCs), 
located at Goldstone, California, Madrid, Spain, and 
Canberra, Australia.  The DSCCs are positioned in such a 
way that the DSN can have at least one station in view of a 
spacecraft at any given time.  The DSCCs currently form 
two baselines, shown as solid lines.  The potential Canberra-
Madrid baseline is too long to provide sufficient mutual 
visibility and thus is not used.  The visibility on the 
Goldstone-Madrid baseline shrinks to zero for sources 
below -25° declination.  An additional station in Argentina 
would add three more baselines, shown in Figure 2 as 
dotted/dashed lines.  These new baselines would improve 
the radio catalog in the southern hemisphere and allow 
Delta-DOR measurements with an accuracy of < 200 µas for 
use by the InSight mission. 

 
Figure 2- X/Ka stations for celestial reference frame 

Each DSCC has one 70-m dish antenna, multiple 34-m 
antennas, and related hardware.  This hardware includes 
various types of full rack-sized open-loop and closed-loop 
receivers.  Closed-loop receivers are efficient for 
characterizing slowly changing signals and are the tools 
used for operational ranging and Doppler orbit-
determination processes.  However, closed-loop receivers 
require a tone or carrier to lock onto.  Delta-DOR 

measurements rely on observations of both the spacecraft 
and a distant reference source that cannot be tracked by a 
closed-loop receiver.  Open-loop receivers are needed for 
these types of applications.  Open-loop receivers can utilize 
downlink frequency predicts as input from navigation to 
compensate for expected Doppler shift.  DSN open-loop 
receivers include the Radio Science Receiver (RSR), Very-
Long Baseline Interferometry (VLBI) Science Receiver 
(VSR), Wideband VLBI Science Receiver (WVSR), and the 
Portable Radio Science Receiver (PRSR).  Key properties 
are shown in Table 1 [5]. 

Table 1- Key properties of DSN open-loop receivers 

Open-
Loop 
Receiver 

Inputs Input 
bandwidth 

Max 
number 
of 
channels 

Max 
recording 
rate 

Size 

RSR 2 110 MHz 4 64 Mbps DSN 
rack 

VSR 2 110 MHz 16 84 Mbps DSN 
rack 

WVSR 2 500 MHz 16 256 
Mbps 

DSN 
rack 

PRSR 1 500 MHz 16 256 
Mbps 

2.5 
U 

 

The RSR is an open-loop receiver used for radio science.  
Radio science experiments utilize precise measurements of 
small changes in phase, frequency, and amplitude in the 
spacecraft signal to infer properties of planets and satellites 
and measure gravitational fields [5].  The RSR has also 
supported many critical spacecraft events with high signal 
dynamics such as Mars Science Laboratory (MSL) Entry, 
Descent, and Landing (EDL) [6].  Each DSCC has at least 
two RSRs. 

The WVSR is an open-loop receiver dedicated to Delta 
Differential One-way Range (Delta-DOR) measurements.  It 
has supported spacecraft tracking for many of NASA’s 
flagship missions, such as Mars Science Laboratory.  As 
shown in Table 1, the WVSR supports a wider input 
bandwidth of 500 MHz, an increased number of channels, 
and higher recording rates than the RSR.  Each DSCC has 
two WVSRs. 

The Portable Radio Science Receiver design leveraged 
elements of the hardware, firmware, and software designs of 
the RSR and WVSR [7].  The PRSR has a few key 
differences from the RSR and WVSR.  First, it has a much 
smaller form factor that allows it to be transported easily (4” 
x 17” x 20” in height, width, depth), as shown in Figure 3.  
Second, to minimize size and complexity, the PRSR accepts 
only a single IF input.  However, two PRSRs can be used to 
support dual band experiments.  Third, the PRSR uses a 
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laptop computer rather than a rack-mounted server to run its 
high-level monitoring and control software.  

 
Figure 3- Portable Radio Science Receivers at JPL lab 

In this paper, we present an overview of the PRSR system 
and discuss its use at the Cebreros, Spain and Malargüe, 
Argentina ESA stations to reduce the Delta-DOR error 
budget and therefore provide improved spacecraft 
navigation.  Hardware, firmware, and software design and 
implementation are discussed in Sections 2, 3, and 4 
respectively.  In Section 5, we describe PRSR operations 
and installation, as well as several applications.  In Sections 
6 and 7 respectively, results from PRSR experiments with 
the Cebreros, Spain and Malargüe, Argentina ESA stations 
are discussed.  Finally, in Section 8, conclusions are 
reached. 
 

2. HARDWARE DESIGN AND IMPLEMENTATION 
The PRSR hardware is implemented using three sub-
assemblies: an Intermediate Frequency Digitizer (IFD) that 
is responsible for digitizing the input analog IF, a Real-time 
Signal Processer (RSP) that performs down conversion, 
filtering, and channelization, and a Data Processor and 
Controller (DPC) that configures, monitors, and controls the 
other subsystems and stores the recorded data.  A system 
block diagram is shown in Figure 4. 

 
Figure 4- PRSR system block diagram 

 

Intermediate Frequency Digitizer 

An analog signal at Intermediate Frequency (IF) of 100-600 
MHz is the primary input to the system.  The Intermediate 
Frequency Digitizer (IFD) samples this analog signal at 
1280Ms/s.  The sampling rate of 1280 MHz was chosen as 
the lowest possible sampling rate that would allow the 
design of an anti-aliasing filter with 1 db cutoff at 600 MHz, 
image rejection of at least 30 dB, and group delay variation 
of less than 0.2 dB [10]. 

 
Figure 5- IFD block diagram 

A block diagram of the IFD is shown in Figure 5.  The IFD 
accepts a 100 MHz reference clock and 1 Pulse Per Second 
(1 PPS) timing reference.  The Clock and Timing Generator 
(CTG) generates a 1280 MHz sampling clock from the 100 
MHz clock.  It also generates an internal 1 PPS from the 
100 MHz clock which is synchronized to the 1 PPS 
reference.  In addition, the CTG generates a test signal. 

At the front of the signal path, a coaxial switch allows 
selection of either the input signal or the test signal.  A 
programmable attenuator (0 - 31 dB in 1 dB steps) allows 
adjustment of the signal level being applied to the analog-to-
digital converter (ADC).  The signal is then amplified, band 
pass filtered, and transformed into a differential signal 
before being input into the ADC.  The IFD digital output is 
provided on a 12X parallel fiber optic cable.  The IFD also 
includes a Rabbit 3000 microprocessor that is responsible 
for monitoring and control. 

Real-time Signal Processor 

The digital data from the IFD is provided to the Real-time 
Signal Processor (RSP), which downconverts, filters, and 
channelizes the digital data.  Up to 16 channels may be 
configured, with bandwidths of 1 kHz – 40 MHz and 1-16 
bits per sample.  The maximum recommended aggregate 
recording rate for all configured channels of the system is 
256 Mbps.  The data from each channel is recorded to disk 
for real time monitoring and post processing analysis. 

The RSP was implemented on a 15-layer custom printed 
circuit board, the Advanced TCA Processor Engine (APE) 
board. The APE Board includes 5 Virtex-II Xilinx Field 
Programmable Gate Arrays (FPGAs).  The APE board also 
includes a PPC440Gx processor that is responsible for 
monitoring and control.  The APE PPC communicates using 
TCP/IP with the DPC that provides the monitoring and 
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Hz. The NCO accepts phase and frequency updates once a 
millisecond from the PPC. The millisecond update rate 
together with the ability to control both phase and frequency 
from the PPC enables high precision control of the NCO 
and allows a high order polynomial phase model to be 
followed for purposes such as Doppler compensation of 
objects in deep space.    

Narrow band channel processing is accomplished using two 
stages of filtering. The first stage is a high decimation 
(decimation factor of 2 to 10000) 3rd order CIC Filter. The 
second stage is a parallel tap symmetric FIR filter with 
variable decimation factors from 1 to 16. The number of 
taps for this second filter is always 16 times the decimation 
factor with a maximum of 256 taps available. This 
arrangement allows the decimation of the input sampling 
rate of 160 MHz to be anywhere from 80 MHz to 1 kHz 
(although 80 MHz is not supported operationally). Another 
important feature is the ability to change decimation rates 
without reprogramming the FPGA. 

 The CIC filter provides for very high decimation rates, but 
does not provide for sharp cutoffs or flat frequency 
responses in the passband. The FIR filter has limited 
decimation rates, but can provide passbands that are flat, 
with only 0.05 dB of ripple, over 85% of the sampling 
bandwidth. Also, attenuation in the stopband is at least 50 
dB for decimation factors greater than two. For decimation 
by 1, the FIR only provides compensation for the CIC 
passband shape and the stopband attenuation is essentially 
that of the CIC filter.  

Recorded Data 

The outputs of each narrowband channel are complex 
samples of greater than 16 bits in both the in-phase and 
quadrature components. Each channel has a data packing 
and buffering module that interfaces with the PPC and 
facilitates flexible data recording. Complex sample 
components can be quantized to 16, 8, 4, 2 or 1 bit. The 
quantization is accomplished by truncation and numbers are 
meant to be later interpreted by multiplying by two and 
adding one. This 2n+1 transformation eliminates the DC 
offset introduced by truncation of two’s-complement 
number systems. Next, these samples are packed into FPGA 
memory buffers. The buffers are sized to hold up to 1 
millisecond worth of samples and the PPC retrieves these 
samples via DMA access each millisecond when triggered 
via interrupt.  This data is written to the DPC disk. 

4. SOFTWARE DESIGN AND IMPLEMENTATION  
Data Processor and Controller 

The DPC is responsible for monitoring and controlling the 
system, interfacing with other DSN/ESA systems, and 
storing the recorded data on disk.  The DPC software is 
implemented on a laptop computer, running the Debian 
Linux operating system, that communicates with the RSP 
using TCP/IP protocol.  The DPC also provides monitoring 

and control of the IFD through the RSP as shown in Figure 
4.  Navigation may provide downlink frequency predicts 
which contain predicted center frequencies for the target 
signal.  The DPC software parses these predicts and 
calculates a set of phase and frequency values that allow a 
NCO to remove Doppler shifts and mix the signal of interest 
to baseband.  These values are updated and sent to the RSP 
every second.  Command channel links are used to 
communicate using an ASCII command/response protocol. 
Depending on the command, the DPC software process will 
communicate with the IFD and/or RSP.  The DPC software 
is also responsible for providing real-time displays, 
including time vs. frequency Fast Fourier Transforms (FFT) 
and carrier Power-to-Noise (Pc/No) plots. 

Intermediate Frequency Digitizer 

The IFD’s Rabbit microprocessor configures, monitors, and 
controls the IFD.  This microprocessor operates at 29.4 
MHz and includes 512K static Random Access Memory 
(RAM) and 512K flash memory.  The software was written 
in ZWorld’s Dynamic C, which is based on the C language 
and utilizes its own set of libraries.  These libraries include 
user-callable functions that facilitate multitasking, network 
communication, and embedded assembly code. 

The IFD monitor & control interface is via a network socket 
connection and uses an ASCII command/response protocol. 
The IFD responds on both the standard telnet port and a 
special reboot port.  Up to two connections on the telnet port 
and a simultaneous connection on the reboot port to the 
same IFD unit are supported. New versions of the IFD 
monitor & control software can be loaded to the Rabbit 
processor via ftp, facilitating upgrades if needed. 

Real-time Signal Processor 

The Real-time Signal Processor’s PPC440Gx interfaces to 
the FPGAs using a Linux kernel device driver that maps 
FPGA registers to user space memory and allows direct 
memory access for high performance when transferring 
downconverted samples from the FPGA to the PPC440Gx.  
In addition, the device driver responds to interrupts from the 
RSP hardware, keeping the software and firmware 
synchronized. The RSP software is real-time and is 
responsible for delivering phase and frequency models to 
the firmware every second.  The RSP software is also 
responsible for reading data from the firmware in real-time 
and writing this data to files on the DPC using a Direct 
Memory Access (DMA) engine in the PPC. 

The RSP monitoring and control interface is via a network 
socket connection and utilizes an ASCII command/response 
protocol.  Multiple successive command/response 
interactions are allowed on a connection. Multiple 
simultaneous connections are allowed, with resource 
contention resolved within the device driver.  



   978-1-4673-1813-6/13/$31.00 ©2013 IEEE 

 6 

5. PRSR OPERATIONS 
Operations Concept 

The PRSR is designed to be easy to use and flexible.  Its 
uses to date include the Mars Science Laboratory (MSL) 
Entry, Descent, and Landing (EDL), Gravity Recovery And 
Interior Laboratory (GRAIL), and VLBI.  One key element 
to the PRSRs success has been its portability.  For MSL, a 
PRSR was deployed for testing with MSL test bed in 
preparation for EDL.  Another PRSR was sent to Parkes, 
Australia and recorded MSL’s UHF signal during EDL.  For 
VLBI, a PRSR travelled overseas to the Cebreros, Spain and 
Malargüe, Argentina ESA stations, where measurements 
were made to demonstrate potential improvements to the 
radio source catalog. 

Mars Science Laboratory Entry, Descent, and Landing 

The full rack-sized Radio Science Receivers located at the 
DSN Canberra complex received real-time communications 
during MSL EDL.  In preparation for this operational usage, 
testing took place at the Jet Propulsion Laboratory using the 
MSL test bed, which includes a Small Deep Space 
Transponder (SDST) engineering model.  The SDST X-
band signal was down-converted to IF, converted to digital 
data, transmitted across JPL from the MSL test bed to a lab 
via a fiber optic cable, converted back to analog IF, and then 
fed as input to a PRSR.  A single 100 MHz channel was 
configured and centered based on expected received 
frequencies.  During EDL operational readiness, the PRSR 
received and recorded EDL X-band communications.  These 
records were streamed and processed in real-time by the 
EDL Data Analysis (EDA) system.  The PRSR’s portability 
made it possible to test the EDA with the MSL test bed. 

Gravity Recovery And Interior Laboratory 
 
The Gravity Recovery and Interior Laboratory (GRAIL) 
mission consisted of two spacecraft, in orbit around the 
moon and separated by 175-225 kilometers, which mapped 
the gravity field of the moon by measuring the changes in 
distance between the spacecraft using Ka-band radio 
signals.  Four PRSR receivers were delivered to the GRAIL 
mission.  One receiver is operational at each Deep Space 
Communications Complex and these three PRSRs continue 
to serve as backups for the RSRs.  The GDSCC PRSR was 
placed in the pedestal of a 34-meter antenna and was used to 
receive signals that were sent between the two GRAIL 
spacecraft in order to detect any communication problems.  
The fourth PRSR was built as a spare. 

VLBI 

The VLBI technique creates a phased array with antennas 
clocked to independent frequency standards. When 
measuring angular positions of either spacecraft or quasars, 
the strength of the VLBI measurement scales with baseline 
length. We are seeking to leverage the portability of the 

PRSR in order to access antennas very distant from our 
current operational sites. 

The ESA currently has two operational deep space antennas 
and a third one was recently completed.  Deep Space 
Antenna 01 (DSA01) is located in New Norcia, Australia 
and Deep Space Antenna 02 (DSA02) is located in 
Cebreros, Spain. Deep Space Antenna 03 (DSA03) is 
located in Malargüe, Argentina and became operational on 
January 6, 2013.  All three are 35-m beam wave-guide 
antennas [8].  In Sections 6 and 7, we present results from 
VLBI demonstrations with the previously operational 
DSA02 near Cebreros, Spain and the new DSA-03 in 
Malargüe, Argentina. 

Future Development 

A future version of the PRSR could use Commercial Off 
The Shelf (COTS) technology very similar, or identical, to 
that currently being used at JPL to develop antenna arraying 
systems.  With this relatively low-cost technology, the next 
generation PRSR has the potential to shrink to a 1-U chassis 
while providing comparable performance and sensitivity at a 
fraction of the cost of the original.  This next-generation 
PRSR could be deployed to support navigation for the 
InSight mission.  

6. ANALYSIS OF CEBREROS DATA 
Data 

After several short tests to verify the PRSR to DSA02 
interfaces, we collected data on DOY 201 of 2012, pairing 
the DSN 34-m waveguide antenna in Madrid, Spain, DSS-
55, with the Cebreros station.  The overlap between the 
DSN and ESA Intermediate Frequencies (IF) is 420 to 600 
MHz.  We recorded Ka-band (32 GHz) with 16 channels of 
4-MHz wide data at 2-bit resolution spanning 180 MHz.  
Signal correlation was done with SOFTC [11] and fringe 
fitting was done with CFIT, which is a modernized version 
of Lowe's FIT code [12].  Radio observations at Ka-band vs 
X-band have several advantages: sources are significantly 
more compact, and therefore have more stable positions, 
and ionospheric and solar plasma effects are reduced [4].  
The schedule included 5 strong quasars spread over all 4 
quadrants of azimuth that we cycled through 3 times. These 
15 targets had sufficient geometric diversity to allow us to 
estimate the Cebreros to DSS 55 baseline to about 2cm (1-
sigma) per 3-D baseline component. This precision meets 
our current requirements. 
 
In order to measure system stability, we tracked a single 
strong quasar for 2000 sec. We were able to detect the 
quasar with integrations as short as 1 second. The resulting 
2000 time samples were used to determine an Allan 
standard deviation over times scales from 1 to 1000 
seconds. The results for the 16-channel averaged data are 
shown in Figure 8.  The data were fitted to a power law 
with strong correlation, with a best-fit power law of -0.69. 
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Following Treuhaft & Lanyi [9], we interpret this as 
Kolmogorov turbulence static spatial fluctuations carried 
over the site by a ~10 m/s wind (frozen flow). Under these 
assumptions, for points separated by more than the wet 
troposphere scale height of ~2km, one expects 2-D 
turbulence to produce a tropospheric fluctuation power law 
of -2/3 [9]. 
 
On time scales more than ~1200 sec the Allan deviation is 
dominated by 2-D tropospheric turbulence—even at night 
on this short ~10km baseline. The plateau between 25 and 
75 seconds may be an indication of 3-D tropospheric 
variation generated by fluctuations close than the 2km scale 
height (theoretical slope -1/6).  For time scales from 1 to 25 
seconds the steeper than average slope may indicate that we 
are starting to be limited by white noise (theoretical slope -
1).  Given that we did not see the Allan deviation flatten out 
or turn up, we conclude that the phase errors in this 
experiment were dominated by the troposphere fluctuations 
rather than by instrumental errors.  In summary, the PRSR’s 
stability was so good that it was below our ability to 
measure it with this experimental configuration.  
 

 
Figure 8- Allan standard deviation, DSS-55 and DSA-02 

 
7. ANALYSIS OF MALARGÜE DATA 

Data 

The successful demonstration with the Madrid-Cebreros 
baseline gave us the confidence to proceed to Malargüe, 
Argentina.  The PRSR was shipped and arrived just before 
DSA03 became operational.  This time we paired Malargüe, 
Argentina with Tidbinbilla, Australia (DSS-34). We 
recorded our first scientifically interesting data using the 
Tidbinbilla- Malargüe baseline on DOY 347.  As with 
Madrid-Cebreros, we recorded Ka-band (32 GHz) with 16 
channels of 4-MHz wide data at 2-bit resolution spanning 

180 MHz.  We tracked P 1034-293 for 2030 seconds and 
calculated Allan deviation to measure system stability. 
 

 
Figure 9- Allan standard deviation, DSS-55 and DSA-03 

The Allan standard deviation for the 16-channel averaged 
data is shown in Figure 9.  The data were fitted to a power 
law with strong correlation, yielding a slope of -.64, very 
close to the Kolmogorov frozen flow model value of -.67.  
The data has an unexplained bump from ~ 30 sec to 300 sec.  
The slope at low sample times (< 30 sec) yields a power law 
of ~-1/2.  The high sampling side of the bump ([90,550sec] 
has a power law fit very close to -1, white noise.  The 
overall appearance of the Allan standard deviation on both 
the short Madrid-Cebreros baseline and long Tidbinbilla- 
Malargüe is about the same.  However, the remaining error 
term is a factor of two greater on the Tidbinbilla- 
Malargüe baseline.  This difference is presumably due to 
the true independence of the troposphere on the very long 
baseline. 
 
Future Applications 

Using Delta-DOR, two-dimensional angular position 
requires measurements from two baselines with orthogonal 
components.  As shown in Figure 2, a mission in the 
southern sky could be fully supported by the DSN 
Goldstone-Canberra baseline combined with either the ESA 
New Norcia-Cebreros baseline or the mixed Goldstone- 
Malargüe baseline.  Further, an all-southern baseline such as 
mixed Canberra- Malargüe would be useful for a mission 
in the southern sky. 
 
Navigating a lander safely to its destination on another 
planet is arguably the most demanding navigation task that 
we undertake. Given that NASA’s Deep Space Network is 
biased toward northern stations, any lander mission in the 
southern hemisphere is even more difficult. The 2012 MSL 
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lander encountered Mars at -10 degrees declination as seen 
from Earth and is just such a case. NASA’s 2016 InSight 
mission is an even more difficult geometry with its 
encounter with Mars occurring at -26 deg declination as 
seen from Earth. This is so far south that for VLBI, the 
California to Spain baseline is too far north to be of any 
practical use. Therefore, we anticipate that cooperative 
ESA-NASA VLBI baselines from Goldstone, Madrid, and 
especially Canberra each to Malargüe, Argentina will be of 
great value in improving our tracking geometry. 
 
 

8. CONCLUSION  
We have designed, built, and tested a Portable Radio 
Science Receiver which bridges the NASA and ESA 
networks allowing them to be combined into a united super-
network.  The modest cost, configuration flexibility, and 
portability of the PRSR allows it to contribute to VLBI 
tracking measurements and reference frame infrastructure, 
as well as MSL EDL and GRAIL applications.  We field 
demonstrated the PRSR by tying together the ESA site in 
Cebreros, Spain with the NASA site in Robledo, Spain.  The 
proximity of these operational sites maximized our ability 
for cross-agency interaction and problem solving.  The 
result was a 2cm (1-sigma, per 3-D component) tie for the 
ESA and DSN station location systems.  Using an Allan 
variance test, we demonstrated that the PRSR 
instrumentation was so stable that it was below atmospheric 
instabilities even on a very short 10km baseline.  As a 
result, the PRSR phase stability is not expected to be a 
limiting factor in future measurements. 

We also made the first Ka-band VLBI measurements on a 
Tidbinbilla, Australia to Malargüe, Argentina baseline. The 
PRSR’s use with the Malargüe, Argentina ESA station will 
form three new baselines, improving the radio catalog in the 
southern hemisphere and enabling Delta-DOR 
measurements with an accuracy of better than 200 µas in the 
mid to far south.  This is now the highest resolution 
astronomical instrument ever operated solely from the 
Southern Hemisphere.  These measurements will improve 
spacecraft tracking and navigation, particularly for low 
declination missions such as InSight. 
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