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EXECUTION-ERROR MODELING AND ANALYSIS OF THE GRAIL
SPACECRAFT PAIR

Troy D. Goodson∗

The GRAIL spacecraft, Ebb and Flow (aka GRAIL-A and GRAIL-B), completed
their prime mission in June and extended mission in December 2012. The ex-
cellent performance of the propulsion and attitude control subsystems contributed
significantly to the mission’s success. In order to better understand this perfor-
mance, the Navigation Team has analyzed and refined the execution-error models
for ∆V maneuvers. There were enough maneuvers in the prime mission to form
the basis of a model update that was used in the extended mission. This paper
documents the evolution of the execution-error models along with the analysis
and software used.

INTRODUCTION

The Gravity Recovery and Interior Laboratory (GRAIL) mission operated two spacecraft in flight
from September 2011 through December 2012, spanning the prime and extended missions. The
spacecraft, Ebb (GRAIL-A) and Flow (GRAIL-B), executed seventy-eight (78) ∆V maneuvers
in total. Of these, fifty-seven (57) were main-engine maneuvers that could be used to refine the
execution-error model. The remainder were either executed with the Attitude Control Subsystem
(ACS) thrusters, involved rotation of the spacecraft during the burn, operated at a low duty-cycle,
or did not cut-off based on the accelerometer.

The two spacecraft were not precisely identical. However, the elements of their propulsion sys-
tem, notably the locations of the ACS thrusters and main-engine were identical and are shown in
Figure 1. The figure omits thrusters ACS-5 and ACS-6, which were placed opposing ACS-7 and
ACS-8. Where ACS-7’s location may described as (-Y,-Z) and ACS-8’s as (+Y,-Z), then ACS-5 was
located (+Y,+Z) and ACS-6 was (-Y,+Z) using the Y and Z spacecraft axes noted in the figure.

Thrust from the main-engine produced a ∆V in the +X direction. That ∆V was oriented iner-
tially by slewing the spacecraft with reaction wheels, once from the reference attitude to the burn
attitude and another reversed the process. Executed on reaction wheels, these slews did not produce
additional ∆V .

The prime mission required a large number of maneuvers, mostly due to the needs of the Orbit
Period Reduction (OPR) phase. In the extended mission, a large number of Eccentricity Correction
Maneuvers (ECMs) were necessary because the orbit was not stable, due to the non-uniform nature
of the gravity field at the Moon. The gravity field caused the eccentricity and argument of periapsis
to change with time such that the altitude of the ascending node of the orbit decreased and the
altitude of the descending node increased. The altitude of the science orbit for the extended mission
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The total pointing model is an alternative to the per-axis pointing model. In the total pointing
model, pointing errors are assumed to have directions, in the pointing plane, that measure as angle θ
from ~X with a uniform distribution across 360◦. The length of the pointing error, ∆vp, is a random
variable of a Rayleigh distribution with parameter σp =

√
σ2

3 + (σ4∆V )2 . The standard deviation
of the length of the pointing error is

σ∆vp = σp

√
4− π

2
=

√
4− π

2

(
σ2

3 + (σ4∆V )2
)

(1)

These two alternative pointing models are equivalent3, 4 but note that the standard deviation of the
length of the total pointing error is not equal to the standard deviation of the per-axis pointing error.

In a coordinate system whose first axis is parallel to the commanded ∆~V , the Gates model gives
the following covariance matrix for the execution-error vector:

P =

 σ2
m 0 0
0 σp2 0
0 0 σp2

 =

 σ2
1 + v2σ2

2 0 0
0 σ2

3 + (σ4∆V )2 0
0 0 σ2

3 + (σ4∆V )2

 (2)

where ∆V is the magnitude of the maneuver ∆~V , σ1 and σ2 are the fixed and proportional Gates-
model parameters for magnitude, and σ3 and σ4 are the fixed and proportional Gates-model pa-
rameters for pointing. The symbol σm is the overall standard deviation of magnitude errors and
σp is likewise for pointing errors, per axis. For any particular ∆~V , the Gates model describes a
multivariate Normal distribution N(0, P ).

Different values were assigned to the model parameters for different classes of maneuvers. This
was partly due to the variety of ways the GRAIL mission executed maneuvers and partly due to the
expected gradual improvement in calibrations.

MANEUVER DESCRIPTIONS

The GRAIL prime mission was divided into seven phases: Launch, Trans-Lunar Cruse (TLC),
Lunar Orbit Insertion (LOI), OPR, Transition to Science Formation (TSF), Science (SCI), and De-
commissing. These phases are depicted in Fig. 2, drawn along Earths orbit around the Sun. More
detail on each mission phase may be found in Ref.5 which also has more details on trajectory design.

The extended mission (XM) also included several phases, starting with the Lunar Eclipse (LEC)
phase (which replaced the Decommissioning phase of the original mission), then the Low Beta-
Angle (LBA) phase, the Transition to Science Formation XM (TSF-XM), the Science XM (SCI-XM)
phase, and finally a new Decommissioning phase. All of these are shown in Fig. 3, arranged simi-
larly to Figure 2.

The main-engine maneuvers of TLC were used to ensure accurate delivery to the Lunar sphere
of influence. These maneuvers were referred to as Trajectory Correction Maneuvers (TCMs). After
the project decided to cancel TCM-A1 and TCM-B1, the first maneuvers available to calibrate
maneuver execution were TCM-A2 and TCM-B2. Furthermore, the project canceled TCM-A5 and
TCM-B5. During TLC, an error was discovered and corrected in a transformation matrix for the
inertial measurement unit (IMU).6 The last maneuvers before reaching lunar orbit were TCM-A4
and TCM-B4, both of which were relatively small and executed with the main engine operating
at 15% duty cycle. Furthermore, TCM-A4 cut-off with the maximum-burn timer instead of the
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Figure 2. Phases of the Prime Mission

intended accelerometer.6, 7 Consequently, TCM-A4 and TCM-B4 are excluded from the execution-
error analysis.

Strictly speaking, the spacecraft arrived at the Moon into an elliptical orbit. However, the orbit
was quite large and required some reduction to ensure that perturbing accelerations would not eject
the spacecraft from the lunar sphere of influence. On 31 December 2011 and 1 January 2012,
respectively, the LOI-A and LOI-B maneuvers reduced the orbit period to about 11.4 hours. Both
LOIs were pitch-over maneuvers, they were performed while the spacecraft was rotating, and so
were also excluded from the execution-error analysis.

LOI was followed by OPR with the first Period Reduction Maneuver (PRM) on 14 January 2012.
Maneuvers PRM-A1 through PRM-A7 and PRM-B1 through PRM-B7, were executed near lunar
periapses and reduced the orbit period to a little less than two (2) hours. All fourteen (14) of these
maneuvers were executed with the main-engine and cut off with the accelerometer. None of them
were excluded from the analysis.

During this phase and, in particular with the PRMs, the navigation team took notice that these
maneuvers were large enough so that uncertainty in burn duration became an important contributor
to achieving the target orbital period. These were maneuvers where it would have been useful to
consider thrust uncertainty as an element of the execution-error model. The maneuvers cut-off on
∆V and, assuming no other errors, thrust errors became duration errors which affected the location
of the centroid of the maneuver. In this way, the correct ∆~V might not achieve the desired change
in period because of the effective location of the maneuver.

The ACS team noted that the onboard controller’s performance had been limited on some maneu-
vers due to apparent shifts in the location of the spacecraft’s center of mass. Maneuvers PRM-B3,
PRM-B4, and PRM-B5 were notable for apparent shifts of the center of mass.
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Figure 3. Phases of the Extended Mission

The maneuvers of the TSF phase were Transition to Science Maneuvers (TSMs) and Orbit Trim
Maneuvers (OTMs). The OTMs were executed with the ACS thrusters resulting in their exclu-
sion from the execution-error analysis. These maneuvers brought the two spacecraft into a leader-
follower formation with GRAIL-B in the lead position. The TSMs used the main engine and an
inertially-fixed spacecraft attitude, so they were included in this analysis. The ACS team reported a
shift in center of mass between PRM-A7 and TSM-A1, and then during TSM-B2.

A lunar eclipse punctuated the time period between the primary and extended missions, referred
to as the LEC phase. At the beginning of this phase, both spacecraft’s orbits had short lifetimes,
consistent with the now-defunct decommissioning phase of the prime mission. The first maneuvers
of the extended mission, the Orbit Circularization Maneuvers (OCMs), one for each spacecraft,
raised this orbit to extend lifetime, increased the distance between spacecraft for safety, and avoided
the need for further maneuvers until well after the lunar eclipse. The OCMs were each about 16 m/s
and circularized the orbit to approximately 84 km altitude. Furthermore, by performing OCM-B1
first, the formation was reversed so that GRAIL-A moved into the lead position. The reversal was
necessary because the extended mission’s science phase occurred on the other side of the Sun. The
ACS team noted a shift of center of mass during OCM-B1.

The maneuver OTM-B3 was the sole correction during the next phase, the LBA phase. It retar-
geted the separation distance to 665 km to prepare for the TSF-XM phase. OTM-B3 was executed
with the ACS thrusters and not included in the execution-error analysis.

The TSF-XM phase was not as complicated as the TSF phase of the prime mission and included
maneuvers ECM-A1, ECM-B1, OTM-A1, ECM-A2, ECM-B2, and OTM-A2. These maneuvers
established the orbit geometry for the start of the SCI-XM phase. The ECMs were main-engine
maneuvers and the OTMs used ACS thrusters; the former were included and the latter excluded. A
shift in the center of mass seemed to have occurred either before or at the beginning of ECM-B1,
according to ACS. ECM-B2 also saw a shift.
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In the SCI-XM phase, the ECM and OTM pattern continued every week up to ECM-A16, ECM-
B16, and OTM-A16. These maneuvers maintained approximately two weeks of orbit lifetime at
an altitude of approximately 23 km above the reference sphere. In the third week, however, the
maneuvers weren’t necessary and were skipped. The ACS team reported shifts in the center of mass
for ECM-B4, ECM-B6, ECM-B7, ECM-B9, ECM-B10, and ECM-B11.

The SCI-XM phase was followed by a decommissioning phase. Lunar impact was targeted with
ECM-A17 and ECM-B17. Both spacecraft’s fuel tanks were depleted with maneuvers BTD-A and
BTD-B as a engineering experiment. As these BTD maneuvers cut-off on an acceleration threshold
(0.058 m/s2) via the accelerometer, instead of ∆V they were not included in the execution-error
analysis. Impact occurred on 17 December 2012.

The ACS team routinely updated parameters of the attitude controller in an active effort to reduce
maneuver execution-errors. The feed-forward torque settings were updated on the following ma-
neuvers: PRMs A1 and B1; TSMs A1, B2, and B3; ECMs A1, B1, A4, A5, B5, B7, A9, A10, A11,
A12, A13, A14, B14, A15, A16, A17, and B17. The main-engine alignment vector was updated for
PRMs A1, B1, and B2; TSMs A1, B1, A2 and B3; ECMs A2, A9, A14, and B15.

PRE-LAUNCH EXECUTION-ERROR MODEL DESCRIPTION

As described earlier, the execution-error models used by GRAIL were in the form of the Gates
model. The parameters of the model varied according to maneuver. These parameters were initially
set before launch in the so-called Pre-Launch Model8 as listed in Table 1. In that table, TCM-1
refers to both TCM-A1 and TCM-B1 and likewise for other maneuver names. The TCM-1 maneu-
vers have their own model to account for being the first maneuvers and, as such, not calibrated. The
parameters for TCM-2 maneuvers reflect the initial calibration and so on for the TCM-3 through
TSM-B1 maneuvers. The parameters for TCM-4 and TCM-5 maneuvers reflect assumptions for
15% duty cycling of the main engine as these maneuvers were expected to be relatively small.
The parameters for TSM-B2 and TSM-B3 reflect an assumption of further improvements in ACS
calibration. Finally, the table includes parameters for the OTMs, which were all ACS-thruster ma-
neuvers.

MAXIMUM-LIKELIHOOD ESTIMATION

The updates to the Gates-model parameters in this analysis were determined with maximum-
likelihood estimation (MLE).9 This is interpreted as maximizing the likelihood that the resulting
model parameters could’ve generated the observed execution errors. A similar process has been
used for data from Cassini-Huygens.10

If every engine firing was for the same commanded ∆~V , then the samples would be of the same
Normal distribution. One could compute the sample standard deviation of magnitude error samples
to use as an estimate of σm. Unfortunately, it would not be possible to solve directly from this result
for the contributions of the fixed and proportional terms, σ1 and σ2.

When, as is the case here, each maneuver has a different commanded ∆~V , each sample is from
a different Normal distribution. It also notable that the covariance matrices of these distributions
are nonlinearly related, so that there isn’t a linear transformation that would reveal an underlying
common covariance matrix. The Gates model provides a relationship for these different distributions
that may be exploited for the maximum-likelihood method.
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Table 1. Pre-Launch Execution-Error Model (3-σ).

Magnitude Pointing

Fixed (m/s) Proportional (%) Fixed (m/s) Proportional (mrad)

TCM-1 0.007 0.25 0.003

• 50 mrad for ∆V < 5 m/s
• linear decrease from 50 mrad

at 5 m/s to 10 mrad at 20 m/s
• 10 mrad for ∆V > 20 m/s

TCM-2 0.007 0.25 0.001 10

TCM-3 -
TSM-B1

0.007 0.25 0.001 5

TCM-4,
TCM-5

0.00105 1.667 0.001 6

TSM-B2,
TSM-B3

0.007 0.25 0.001 4

OTMs 0.00003 6.00 0.0003 120
(Proportional pointing values are for total pointing at 99.7 percentile, fixed pointing values are per axis.)

First, the probability density function (pdf) for the magnitude error is

fm(x, v, µ1, µ2, σ1, σ2) =
[
2π(σ2

1 + v2σ2
2)
]−1/2 exp

[
−1

2

(x− µ1 − vµ2)2

σ2
1 + v2σ2

2

]
(3)

where x is the magnitude error, v is the ∆V magnitude, µ1 is the fixed error bias, and µ2 is the
proportional error bias. Then, the likelihood function for magnitude errors, Lm, is defined as the
product of evaluations of fm for each measurement:

Lm(µ1, µ2, σ1, σ2) =
N∏
i=1

fm(xi, vi, µ1, µ2, σ1, σ2) (4)

For the pointing error vector, the pdf is

fp(~x, v, ~µ3, ~µ4, σ3, σ4) =
[√

2π(σ2
3 + v2σ2

4)
]−1

exp
[
−1

2

|~x− ~µ3 − v~µ4|2

σ2
3 + v2σ2

4

]
(5)

where ~x is the pointing error vector in units of velocity, ~µ3 is the fixed pointing error bias, and ~µ4 is
the proportional pointing error bias. The likelihood function for pointing errors, Lp, is then defined
as follows:

Lp(~µ3, ~µ4, σ3, σ4) =

N∏
i=1

fp(~xi, vi, ~µ3, ~µ4, σ3, σ4) (6)

A weighted maximum-likelihood approach is to raise each term in the likelihood function to a
power. For the magnitude errors, the exponent is the inverse of the reconstruction’s 1-σ uncertainty.
For pointing errors, the uncertainty is two-dimensional, so the inverse of the standard deviation of
the error along the pointing-error direction is used.
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The Gates-model parameters for magnitude and pointing errors are found by maximizing Lm and
Lp, respectively. Maximizing such a large product leads to some problems; a common approach
is to maximize the logarithm of Lm or Lp, which, instead, involves a summation of terms and
an equivalent maximization.9 The bias terms µ1, µ2, ~µ3, and ~µ4 may be either considered free
parameters in the maximization problem or fixed constants chosen by some other method.

Update Based on the Prime Mission

At the end of the prime mission, execution-error results were collected and a maximum-likelihood
estimation of the model parameters was performed. In doing so, all appropriate main-engine ma-
neuver execution errors were assumed to originate with one set of model parameters. This idea also
extended to the assumption that both spacecraft had identical propulsion systems so that GRAIL-
A and GRAIL-B data could be combined. All the maneuvers described earlier as included in the
analysis were grouped together.

The prelaunch model of Table 1 gave a-priori estimates of the model parameters. As the mission
progressed, our knowledge of the system improved. The prelaunch model attempted to account
for that incremental improvement. The maximum likelihood estimation produced a-posteriori esti-
mates; a reconstruction of the model parameters.

Table 2 lists execution-error data for all maneuvers of the prime mission. The epoch listed is
the start of the maneuver in UTC. The column ∆~V is the commanded maneuver magnitude. Un-
der “Magnitude”, µOD is the Orbit Determination (OD) estimated magnitude error computed as
estimate minus commanded. Next, σOD is the standard deviation of the uncertainty in the OD esti-
mate. Third, ∆ACS is the magnitude estimate from ACS minus the OD estimate. Under pointing,
YOD and ZOD are the estimated pointing errors, estimate minus design, in the spacecraft coordinate
system as denoted in Figure 1. The column “OD 1-σ Ellipse” gives the semimajor and semiminor
axes of the OD 1-σ uncertainty as projected into the spacecraft’s Y,Z plane. The angle is degrees
counter-clockwise from the Y axis. Then “∆YACS” and “∆ZACS” are the ACS estimate minus the
OD estimate. Finally, the three columns “Mag,” “Ptg,” and “Tot” give the OD error estimate divided
by the standard deviation for magnitude, pointing, and the root-sum-square of both. Note that these
are one-, two-, and three-dimensional distributions, respectively.

In the prime mission, GRAIL-A and GRAIL-B had executed 14 and 17 trajectory-correction
maneuvers, respectively, for a total of 31. Of these, 12 and 13, respectively, were included in
the analysis. Details of these execution errors are listed in Table 2. Statistical testing of these 25
main-engine maneuvers against the pre-launch model showed statistical issues for both pointing
and magnitude error models. Too many maneuvers had large pointing errors. Specifically, pointing
errors should follow a two-dimensional Normal distribution, in which 4 out of 25 (16.4%) are larger
than 1.8σ. GRAIL had seven (7) (almost double) as listed below:

• PRM-A1 (1.9σ), PRM-A2 (2.6σ), PRM-A3 (2.2σ), TSM-A1 (5.5σ)

• TCM-B2 (1.8σ), PRM-B5 (1.9σ), TSM-B2 (5.1σ)

Too few maneuvers had large magnitude errors. These should’ve followed a one-dimensional Nor-
mal distribution, in which 7 out of 25 (31.7%) are above 1σ. GRAIL had only two (2): TSM-B2
(1.6σ), TSM-B3 (2.6σ). Note that the number of σ quoted here reference the pre-launch model, Ta-
ble 1, and does not match Table 2 because that corresponds to the “August 2012” model, discussed
later.
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EstimationofparametersforGRAIL’spointingerrorswascomplicatedbychangesinACScon-
figurationthroughoutthemission.Inparticular,theACSteamoftenestimatedanewmain-engine
alignmentvector.Theburnattitudeofthemaneuverwasthendeterminedsoastoalignthisvector
withthedesired∆Vdirection.TheODestimates,whichwereexpressedinEarthMeanEquator
ofJ2000.0,wereconvertedtopointingerrorsbytransformingcoordinatestothespacecraftaxesof
Fig.1anddifferencingfromthemain-enginealignmentvector.Thishastheeffectofprojecting
thepointingerrorintheY-Zspacecraftaxesplaneandignoresonlyaminimalcomponentofthe
pointingerror.

TheACSattitudecontroller’sfeedforwardgainswereadjustedtocompensateformovementof
thecenterofmass.Thisdidnotappeartocauseanyparticularlytroublesomebiasesinthedataand
sonoattemptwasmadetoadjustthedatatocompensatefortheeffect.

ThemagnitudeerrorsinthisdatasetareplottedinFigure5.Thepointingerrormagnitudesare
plottedinFigure6.SomemoreinsightintothepointingdataisprovidedbyFigure4,whichplots
OD’spointingerrorestimatesinthepointingplanespannedbythespacecraft’sYandZcoordinate
axesfromFigure1. The∆Verrorsweredividedbythemagnitudeofthedesign∆Vtogive
angles.Ellipsesrepresentingthe1-σ
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Y-Z Pointing History - Pointing Errors

ODuncertaintyareplottedaroundeachpoint,inaaccordance
toTable2.Ofparticularinterestatthispointinthemissionwasthatmostofthedataresidesinthe
firstquadrantoftheplotanditwasnotclearifthisrepresentedarealbiasorwasduetoinsufficient
data.

Figure4. PointingErrorsintheY-ZPlaneforthePrimeMission.

TheresultingmodelislistedinTable3.Figures5and8showthemodelplottedontopofthe
datasets.InFigure5,thedarklinerepresentsthecomputedbiasesandthedashedlinesrepresent
1σand3σoftheestimatedmodel.ReddatapointsarefromGRAIL-A’smaneuversandbluedata

10



Table 3. Estimate for Prime Mission Main-Engine Maneuvers (1-σ)

Fixed Proportional

mag. bias -1.5195 mm/s -0.0050 %
mag. std. dev. 2.6213 mm/s 0.0150 %
ptg. bias Y 0.0000 mm/s 0.0000 mrad
ptg. bias Z 0.0000 mm/s 0.0000 mrad
ptg. std. dev. 0.0000 mm/s 2.5018 mrad

points are from GRAIL-B’s. Each data point is surrounded by its OD estimate uncertainty, which
also is how the samples were weighted. Figure 8 has the same features except the bias parameters
are accounted for in the plotted data (though in this case, the biases are zero) and the dark lines
represent 1σ and 3σ of the estimated model.

To validate the estimated models, Figures 6 and 9 show how well the number of samples matches
the cumulative density function. These are typical probability-probability plots that show, on the
vertical scale, how many samples fall into the range of ∆V values corresponding to the probability
levels of the cumulative density function noted on the horizontal scale. If the tops of the bars
perfectly match a diagonal line, then the samples precisely match the model. The degree to which
this condition is achieved is rated on a scale from 0 to 1 by the Chi-squared (χ2) test.9 For the
magnitude distribution, the result is 0.99 and for the pointing distribution, the result is 0.86. These
were deemed satisfactory. Further support for this fit is seen in Figures 7 and 10. These plots show
the number of σ indicated by a samples location in the sorted list of samples versus the number of σ
indicated by the sample’s value. Again, if the data fall on a straight line, the fit is ideal. The pointing
data is clearly not fit as well as the magnitude data, but the result is good enough.

The magnitude errors appeared to have a negligible proportional bias (error in accelerometer
scale factor) and a small fixed bias of 2 to 3 mm/s. These bias values were computed by a weighted
average instead of the MLE process because it improved the result of a χ2 fitness test. The pointing
errors showed a proportional pointing bias of roughly 2.5 mrad and 3.0 mrad in Y and Z S/C axes,
respectively, similar to recent ACS assessments. Fixed pointing biases were not as clear, but results
were on the order of 1 mm/s. For the maximum-likelihood estimation, the pointing-error biases
were forced to zero and only the standard deviations were estimated.

Based on engineering judgement, the magnitude-error estimated biases were ignored and other
values were rounded to produce model parameters named “August 2012 Main Engine” and listed in
Table 4. This was the model used in planning the extended mission and, later, to evaluate maneuver
performance during the extended mission.

Table 4. “August 2012 Main Engine” Execution-Error Model, Prime Mission Performance (3-σ)

Fixed Proportional

Magnitude 9.0 mm/s 0.045 %
Pointing 0.0 mm/s 7.5 mrad
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UpdateBasedonAllManeuvers
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Y-Z Pointing History - Pointing Errors

AlthoughtheNavigationteamcontinuedtomonitorexecution-errorperformance,nofurtherin-
flightupdatetotheexecution-errormodelwasrecommended. Onlyafterthecompletionofthe
missionwasafinalestimateoftheexecution-errormodelsettledupon.Themaneuverdataforthe
extendedmissionarelistedinTable5.

Earlyintheextendedmission,itbecameclearthatpointingerrorsweresomewhatsmallerthan
the“August2012”model.Onepossibleexplanationisthatduringtheextendedmission,thelower
fuellevelslimitedthemotionofthespacecraft’scenterofmass.ThiswouldhaveallowedtheACS
controllertoperformbetterthanintheprimemission.

Therewerefifty-seven(57)mainenginemaneuversthatwereconsideredforthisestimation.
ThemagnitudeerrorsareplottedinFig.12inthesamemannerasbefore,asarethepointingerrors
plottedinFig.15,bothwithcommandedmaneuvermagnitudeonthehorizontalaxis.Theindividual
componentsofthepointinginYandZspacecraftcoordinatesareplottedinFigure11.Itisstriking
inthisplottoseetheotherquadrantsfilledin.Thisseemstoindicatethatwhatappearstobeabias
inFig.4isonlyasymptomofthelackofdata.

Figure11. PointingErrorsintheY-ZPlaneforAllManeuvers,PrimeandExtendedMissions.

SomeofthesemaneuversinFig.11appeartobeoutliers.ThenumberofσaslistedinTable5
don’tseemtobeexcessive,buttheylieinthefringeareasofthepointingplane.Themaneuversin
questionareasfollows:ECM-A10at1.81σ,ECM-A17at2.06σ,ECM-A11at2.14σ,ECM-B15
at2.96σ,ECM-B13at2.12σ,PRM-A2at2.57σ,andECM-A2at2.27σ.Thesemaneuverswere
notincludedwhenestimatingthemodel,buttheyareincludedinFigures12-17andtheirexclusion
seemstoimprovethefitofthemodel.Theχ2fitnesstestforthepointingmodelofTable6is0.98
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Table 6. Estimate for All Main-Engine Maneuvers (1-σ)

Fixed Proportional

mag. bias -2.8503 mm/s 0.0036 %
mag. std. dev. 3.0538 mm/s 0.0124 %
ptg. bias Y -7.1773 mm/s 0.8222 mrad
ptg. bias Z -10.2638 mm/s 0.8274 mrad
ptg. std. dev. 9.0126 mm/s 1.4643 mrad

when the excluded maneuvers are also excluded from the fitness test, see Figure 18. The result for
the same model is 0.63 when the excluded maneuvers are included in the fitness test, see Figure 16.

The Q-Q plot in Fig. 17 may indicate that there are two families of data. There are 23 samples
that stray from the model and seem to follow a line in that plot. On the other hand, Figs. 18 and 19
clearly show that only these seven (7) maneuvers need to be excluded to make the result acceptable.
Unfortunately, the GRAIL data set may not be large enough to resolve this question.

The estimated magnitude biases in the final model, Table 6, are -2.9 mm/s fixed and 0.004%
proportional which are quite different than the result for the prime mission, Table 3, which had -1.5
mm/s fixed and -0.005% proportional. For a small data set like this one, the variation in bias and
the small size of the estimates seems to indicate that whatever the bias, it is too small to detect.
These biases for magnitude errors were computed in the maximum-likelihood process as opposed
to a weighted mean.

Table 7. “January 2013 Main Engine” (Final) Execution-Error Model (3-σ)

Fixed Proportional

Magnitude 9.0 mm/s 0.045 %
Pointing 0.0 mm/s 6.0 mrad

The estimated pointing biases in Table 6 were also computed in the maximum-likelihood pro-
cess. These biases are larger than expected with fixed pointing biases of about 10 mm/s and 0.8
mrad proportional for each axis. Without a thorough study of possible contributors, it is difficult to
assess whether these estimates may be valid. The result does indicate a smaller proportional point-
ing standard deviation, about 1.5 mrad instead of 2.5 mrad. Given this indication and the overall
uncertainty about the pointing model, the Navigation team recommended the “January 2013 Main
Engine” model in Table 7 to represent the overall execution-error performance of either GRAIL
spacecraft.

CONCLUDING REMARKS

The GRAIL navigation team successfully applied maximum-likelihood estimation to determine
parameters for an execution-error model common to both spacecraft. The data set was limited,
totaling fifty-seven (57) maneuvers, seven (7) of which were not used to estimate the model, but
were used in validation. A few issues surround the analysis that seem to mostly stem from the
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Figure18.Final,Ptg.Prob.withExclusions Figure19.Final,Ptg.Q-Q,withExclusions

Excluded:ECM-A2,A10,A11,A17,B13,B15,andPRM-A2.ComparetoFigures16and17.

limitedsizeofthedataset. Withoutmoredata,itisdifficulttoknowifthemethodisincorrectly
reportingbiasesoriftheyaresimplytoosmalltoreliablyestimate. Themaneuversthatwere
excludedfromtheestimationwereclearlyinconsistentwiththerestofthedata.Alargergroupof
maneuversmayhavedifferentstatisticstotheirpointingerrors.Atthesametime,manymembers
ofthatgroupseemcompatiblewiththeestimatedmodel,accordingtotheχ2test.

Thedatasetmaybetoosmalltosettlecertainstatisticalquestionsassuch,butisactuallya
relativelylargenumberofmaneuverscomparedtoothermissions.Evenifthemodellacksprecision,
itdoesnotlackutility.Thisapproachproducedamodelthatwasusefulforplanningandflyingthe
extendedmission.Itsvaliditywasconfirmedbytheremainingmaneuvers.Thesestatisticalmethods
enhancetheplanningandmonitoringofflightprojects,ultimatelytohelpsavemoneyandfuel.
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