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Executive Summary 
• A command file error (CFE), is a symptom of 

some kind of imbalance or inadequacy within the 
system that comprises the hardware & software 
used for command generation and the human 
experts involved in this endeavor. 

• JPL has managed to reduce CFE’s using standard 
risk management techniques and is currently 
augmenting this work by including quantitative 
risk modeling techniques.  

• This presentation provides a report on these 
efforts.  
 



Introduction 
• There has been much effort directed at reducing CFE’s at 

JPL over the last decade. 
 

• These efforts have included the identification, classification, 
tracking, recording and root cause determination of these 
errors for all flight projects.  
 

• More recently, we are using the existing knowledge and 
body of work within the institution to develop compact, 
executable stochastic models that are re-usable and can be 
tweaked for the purposes of sensitivity analysis for the 
effectiveness of error reduction measures.  



Background (1) 
• In an effort to identify and classify command errors.  

Initially, four categories were used to classify the errors.  
These were:  
– An error directly related to the ACE and/or RTO operation while 

on-console processing a Command File for Radiation via the 
DSN. (Real-time command error) 

– An error that can be traced directly to an uplink process that 
wasn’t followed correctly or that should have been caught in 
that process.  (Command development process error) 

– An unexpected result on-board the spacecraft directly related to 
a command file or files.  The appropriate uplink process was 
followed and adhered to as well as possible. (Unexpected result) 

– Unexpected results in instrument or instrument related 
behavior as a result of Science Team command file(s) errors 
(Non-interactive Commands) 

 



Background (2) 
• After substantial discussion, the decision was to use 

the term “Command File Error” defined as one of the 
following, regardless of the effect on the spacecraft: 
– an error in a command file that was sent to the spacecraft; 
– an error in the approval, processing, or uplinking of a 

command file that was sent to the spacecraft; 
– the omission of a command file that should have been 

sent to the spacecraft. 
• This definition has been instantiated in JPL’s 

institutional Anomaly Resolution Standard.  Collection 
of statistics is now implemented through a new 
module of the Incident, Surprise, Anomaly (ISA) report 
as part of JPL’s Problem Reporting System (PRS). 



Modeling 

• There are two main bodies of work involved in 
the stochastic modeling endeavor: 
1. Models pertaining to the command generation 

process, and,  
2. Models of all the causes of commanding errors 

and their relative contributions.   
 



Probabilistic Risk Assessment (PRA) 
Models 

• These models consider the sequence of 
activities involved in generating commands. 

•  PRA models are built for each of the key 
command generation functions.  

• Reliability of human tasks are assessed by 
matching to the data in Human Reliability 
databanks from the Nuclear Industry..  



PRA models 

• Generic Command Generation Process, 
adopted from Bezjak and Waggoner 



Sequence Diagram for Sample 
Command Generation Function 



PRA models: Fault Tree  
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Bayesian Belief Network Models 
• Broadly, we consider that CFEs are caused either due to 

slips or mistakes.   
• A slip occurs when the operators intended course of action 

is correct but the implementation is not.   
• A mistake occurs when the operators intended course of 

action is incorrect.   
• Both slips and mistakes can be due to internal or external 

factors.   
• Internal factors have to do with the cognitive abilities of the 

operator and external factors all the external tools, 
processes, models, hardware or software that has an effect 
on the understanding the operator has of the state of the 
spacecraft and the best course of action associated 





















Conclusions & Future Directions 

• A structured approach for analyzing the risk of  CFEs was presented in this paper.  
This approach begins by delineating the different types and causes of CFEs based 
on the body of knowledge and experience in this area at JPL over the course of the 
last thirteen years.  Then PRA and BBN models were created to provide  a 
modeling approach for analysis and quantification of CFE risk.   

• Extending the model usage and determining their value to each project is a 
primary direction we plan to continue with in this effort. 

• The objective is to assist each project in identifying the elements of the command 
generation process which have the most potential for cost effectively providing an 
opportunity to reduce the risk of CFEs.   

• Several projects that provided inputs to the models have developed process 
improvement changes to reduce their vulnerability to CFEs.  However, even with 
years of experience, it is difficult at best to take all the contributing factors for CFEs 
into consideration at once.   

• The models developed here can do that and thus have the potential to identify 
new areas for improvement that were inadvertently missed in discussions and 
reviews to date.  
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