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The Deep Space Network (DSN)
• Current DSN comprises 

- 3 sites roughly equally spaced
in longitude

- one 70m + multiple 34m 
antennas at each site

• DSN supports all planetary 
missions + some earth orbiters
+ radio science/astronomy

• DSN scheduling problem:

• ~500 tracks (communications contacts) per week for ~35 DSN users

• Goal is to have a negotiated schedule about 16 weeks ahead of 
realtime, and be conflict free about 8 weeks ahead

- driven by need to sequence spacecraft well in advance

- rarely met in practice

• Previous scheduling process was labor intensive and based on 
aging heterogeneous tools
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• DSN is undertaking a major implemention of 
scheduling automation called the 
Service Scheduling Software (S3) system

• Major goals are:

- unify the scheduling software and databases into a 
single integrated suite covering realtime out 
through as much as several years into the future

- adopt a request-driven approach to scheduling (as 
contrasted with the current activity-oriented 
scheduling)

- develop a peer-to-peer collaboration environment
for DSN users to view, edit, and negotiate schedule 
changes and conflict resolutions



ACTIVITY-ORIENTED 
SCHEDULING
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What Scheduling Requests Specify...



Service aliases represent resource 
flexibilities and constraints

service alias A1

choice1 ID=1 SIMPLE

choice ID=2 ARRAY

antenna 1

assets

assets

assets

antenna 2

antenna 3

antenna 4

antenna a

antenna b

antenna c

antenna d

VP marker: TX LO

track from requirement R1 
with service alias A1
scheduled on antenna 1
and equip list A,M,X

can be modified by 
overrides on R1

defaultsde au ts

1

2

setup

2

TKG PASS

...

...

ant. ACT

45m

WCT

1A1

...

...

SOE

A

... ...

...

equip

A,M,X

A,M,X

B,M,X ...

Config
Code

N123

...

...

tear 
down

15m

...

...

... ... ... ... ... ... ...

equip. list: A,M,X

equip. list: A,M,X

equip. list: B,M,X

etc. ...

equip. list: 2xA,M,Y

etc. ...

list is of form [(quantity) x (type),…]

VP marker: TX HI

primary key

must be kept consistent
for legacy support of config codes

BOT=…
EOT=…
ANTENNA=1
EQUIP=A,M,X (CNG=N123)      
SETUP=45m
TEARDOWN=15m
ACT=TKG PASS (can be context dependent)
WCT=1A1
SOE=A

DSE assigned:

dsnservice1
dsnservice1dsnservice1

dsnservice1

service user: USER1

effectivity: start/end/obsolete

usage: UPLINK, DOWNLINK or both (default)

comment

allowable work categories

allowable nominal SOE

activitity description suffix

MSPA merged*g

1

setup

TKG PASS

ant. ACT WCT

1A1

SOE

B

equip

P, Q, R 1h

Config
Code

N789

tear 
down

15m

... ... ... ... ... ... ...

*Only needed for aliases represented merged uplink and downlink activities;
equipment list must correspond to a valid combination



Request-Driven Scheduling

• Challenges

- request complexity:
even apparently simple requests can have complex options
detail can become overwhelming

- complexity makes it hard to check for feasibility
interactions of timing constraints with scheduling windows 
can easily make a request unschedulable

- accurate representation of scheduling flexibility



Architectural Overview of S3 and the DSE



S3 Definitions
• Master Schedule is the current baseline DSN schedule, including tracks,  

scheduling requests, and events, over a conceptually unbounded time 
frame; in practice some portions of the schedule could be very firm from 
months to over a year in advance

• Workspace is a user-defined, time-bounded schedule including tracks, 
scheduling requests, and events.   A workspace could be a subset of the 
master or initially an empty schedule, to be used for what-if analysis

• Scheduling Requests are specifications created by service users of their 
tracking requirements, including constraints and flexibilities

• Activity or Track represents the actual time allocation on the DSN 
antennas and are the result of expanding scheduling requests

• Pull is the action of bringing activities and requests into a Workspace 
from the Master Schedule

• Push is the action of putting activities and requests into the Master 
Schedule from a Workspace



DSE Design Principles

• No unexpected schedule changes

- all changes to the schedule must be requested 
either explicitly or implicitly by the user

- the same sequence of operations on the same 
data must yield the same schedule

• Even for infeasible schedule requests, attempt to 
return something “reasonable” in response

- possibly by relaxing aspects of the request, along 
with a diagnosis of the sources of infeasibility

- provides a starting point for users to handle the 
problem



DSE Implementation

• Distributed client/server

- JMS XML messaging API
between client and DSE

- REST webapp for storing
and sharing scheduling data

• DSE provides scheduling strategies for expanding 
requirements, repairing conflicts, resolving violations

- built on ASPEN

• DSE GUI allows entry/editing requirements and 
associated data, and creating and working with 
schedules for test purposes

User1

UserN
SMA

AMA
ASPEN

JMS

REST 
webapp

User2

UserN

User1

...

DSE

HTTP



DSN Scheduling Engine
• Key functionality:

• Scheduling request interpretation 
and track generation

• Conflict identification and resolution

• Requirement validation/violation 
detection and resolution

• Implementation

• Based on ASPEN

• distributed high-availability server 
infrastructure

• user interaction managed 
transparently by web application 
GUI

n



DSE Usage
• Starting in May 2009, DSE was adopted as the 
first step of the scheduling process for all DSN users
- For most missions/users, DSE scheduling requests 

were built by one of the scheduling teams to 
capture user requirements/constraints

For a few, imported fixed tracks were used
DSE-generated schedules were treaked in a legacy tool 
after DSE conflict resolution and before negotiation
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DSE Usage
• Starting in May 2009, DSE was adopted as the 
first step of the scheduling process for all DSN users
- For most missions/users, DSE scheduling requests 

were built by one of the scheduling teams to 
capture user requirements/constraints

For a few, imported fixed tracks were used
DSE-generated schedules were treaked in a legacy tool 
after DSE conflict resolution and before negotiation

- Every DSN schedule since week 35 of 2009 (late 
Aug) has started out as generated from scheduling 
requests by the DSE

- Caught up from ~5 weeks to ~16 weeks of 
schedule lead time by Nov 2009 (but lost some of 
this gain in 2010 due to launches and other critical 
events)



S3 High-Level Activity Flow



DSE User Feedback

• Early access of DSE to users has been an invaluable 
source of feedback to the development team for over 
2 years

- dramatically reduced the risk of deployment of the 
full S3 system

• Most useful features:

- Easy to use “repeat” and “clone” functionality

- Graphical visualization of request timing 
constraints

- Rapid creation of day of week/time of day 
constraint intervals



Status
• DSE has been integrated with the S3 browser-based 

collaboration framework and is currently in final stages 
of deployment



Workspace Manager



Scheduling Request Editor



Schedule View/Edit
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Invoking the Scheduling Engine
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Schedule Metrics



S3 Collaboration Features
• Fully web-based application

• Shared workspaces 
• with groups or with individual users
• read, write, and/or publish-to-master permissions

• live updates as changes are made

• Notification framework
• toaster (pop-up), recent, and all

• workspace shares, change proposals, track/conflict changes, and more

• Integrated wiki (Confluence)

• Online users
• presence and status

• Custom chat interface
• one-to-one and multi-user text chat

• share files, workspaces, and wikis
• integrated chat + wiki

• Create and manage change proposals
• S3 keeps track of concurrences required, with due dates



Future Plans

• Next steps 

- Complete the deployment of S3

- Integration of forecasting functionality based on the 
same description language as for detailed 
scheduling

- Multi-objective scheduling

- Cross-network scheduling



S3 – ESA interface feasibility test
Event Import File
provided by ESA

of  usable MEX intervals

MEX tracks scheduled with 
respect to usable intervals

import



Thank you!


