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Abstract

This report describes the results of research into the effects of environment-induced noise on the evaluation process for anomaly detectors in the cyber security domain. This research was conducted during a 10-week summer internship program from the 19th of August, 2012 to the 23rd of August, 2012 at the Jet Propulsion Laboratory in Pasadena, California. The research performed lies within the larger context of the Los Angeles Department of Water and Power (LADWP) Smart Grid cyber security project, a Department of Energy (DoE) funded effort involving the Jet Propulsion Laboratory, California Institute of Technology and the University of Southern California/Information Sciences Institute. The results of the present effort constitute an important contribution towards building more rigorous evaluation paradigms for anomaly-based intrusion detectors in complex cyber physical systems such as the Smart Grid.

Anomaly detection is a key strategy for cyber intrusion detection and operates by identifying deviations from profiles of nominal behavior and are thus conceptually appealing for detecting “novel” attacks. Evaluating the performance of such a detector requires assessing: (a) how well it captures the model of nominal behavior, and (b) how well it detects attacks (deviations from normality). Current evaluation methods produce results that give insufficient insight into the operation of a detector, inevitably resulting in a significantly poor characterization of a detector’s performance. In this work, we first describe a preliminary taxonomy of key evaluation constructs that are necessary for establishing rigor in the evaluation regime of an anomaly detector. We then focus on clarifying the impact of the operational environment on the manifestation of attacks in monitored data. We show how dynamic and evolving environments can introduce high variability into the data stream perturbing detector performance. Prior research has focused on understanding the impact of this variability in training data for anomaly detectors, but has ignored variability in the attack signal that will necessarily affect the evaluation results for such detectors. We posit that current evaluation strategies implicitly assume that attacks always manifest in a stable manner; we show that this assumption is wrong. We describe a simple experiment to demonstrate the effects of environmental noise on the manifestation of attacks in data and introduce the notion of attack manifestation stability. Finally, we argue that conclusions about detector performance will be unreliable and incomplete if the stability of attack manifestation is not accounted for in the evaluation strategy.
1 Introduction

The novelty and complexity of security threats to cyber systems, and more recently to cyber-physical systems, is growing at an alarming rate. Recent incidents such as the cyber attacks by foreign-military personnel on US Landsat and Terra spacecraft [1] and the shutdown of nuclear reactor centrifuges by the Stuxnet malware [4] highlight the importance of intrusion detection techniques that can detect anomalous adversarial behavior and zero-day attacks. A promising approach for detecting unseen threats that has received wide attention in the computer security domain is anomaly detection. An anomaly detector works in two main phases: a learning phase and a detection phase. In the learning phase, the detector learns the nominal behavior of a system by observing data representing normal or “non-malicious” system activity, while in the detection phase, the detector applies its learnt model of nominal behavior over subsequent data streams to report any deviations as anomalies or attacks. Although conceptually appealing for detecting zero day attacks, the lack of rigorous and reliable evaluation strategies for assessing anomaly detector performance has posed a great challenge with respect to its adoption into real-world operating environments [6, 8]. In this research, we explore the requirements necessary for a well-grounded evaluation of anomaly detectors performance and then focus on understanding a small, but important, subset of the evaluation challenge, namely, the effects of environment-induced variability on attack signals and their impact on the quality of assessment results for anomaly-based intrusion detectors.

The typical procedure for evaluating an anomaly detector consists of first training an anomaly detector over some representative data from a system and then evaluating its performance by testing its detection capabilities against different types of attacks and normal activity. Detector performance is then measured using hit and miss scores based on the number of attacks detected and the number of attacks missed. Unfortunately, this assessment is often unreliable and unrepresentative of the actual performance of a detector. For example, hit or miss scores do not convey why a detector performed badly or suggest any reasons for why the performance would remain the same in a different operating environment. As we discuss later in Section 2, a comprehensive evaluation regime must consider many different constructs for a reliable assessment.

In this work, we discuss only the environment-related constructs of evaluation. Operating environments can introduce variability in the data stream that can affect the learning and detection phases of a detector. Prior research has focused on understanding the impact of this variability in training data for anomaly detectors and its subsequent impact on detector performance. For instance, the work of Lee et al. [7] focused on applying information-theoretic measures to characterize the regularity of audit data, where regularity is defined with respect to the redundancies and sequential dependencies present in the data. Such characterization was then used to suggest improvements to existing anomaly detection models, to explain why existing models work and explain the performance of those models.

Unfortunately, there is no reported work on understanding the effects of the operational environment on the capabilities of a detector. Current evaluation approaches assume that if a detector does not detect an attack, then it is a miss as far as the evaluation is concerned. We argue that this is not necessarily true. Our hypothesis is that it is possible for the environment to introduce artifacts into the attack signal making the attack appear normal to the detector. Thus, if this is true, the causal
root of a miss assigned to the detector may not be detector failure but rather the result of the operating environment in which the detector was deployed. We argue that a reliable characterization of a detector’s performance cannot be made if attacks do not manifest stably in the data stream.

Our objective here is to first prove or disprove the hypothesis that attack signals can manifest unstably due to environmental noise. To this end, we designed a simple controlled experiment, described in Section 3.1, to understand the different ways in which environmental noise can impact the manifestation of attack in the simplest of operating environments. Our preliminary findings are encouraging and are discussed in Section 3.3.

There are two main contributions of this research: (a) a preliminary taxonomy of important evaluation constructs for reliably evaluating an anomaly detector, and (b) an initial experimental proof of the hypothesis that attacks can manifest unstably in data due to environment-induced noise. Further, we also establish the need for understanding the stability of attack manifestations in data for accurately evaluating an anomaly detector’s performance. The overall contribution of this work lies in improving the state-of-the-art in rigorous evaluation paradigms for cyber intrusion detectors by introducing a critical, but thus far missing, factor to the evaluation process – the stability of the attack signal.

2 Reliable Evaluation of an Anomaly Detector

The purpose of an evaluation is to gain insight into the workings of a detector. Specifically, as Paxson et al. [8] point out, a sound evaluation should answer the following questions: (a) What can an anomaly detector detect?, (b) Why can it detect?, (c) What can it not detect? Why not?, (d) How reliably does it operate? and (e) Where does it break?. As already discussed in Section 1 current evaluation approaches are inadequate to answer the above questions. For instance, using current approaches to evaluation, it is difficult to understand the reasons why a detector missed an attack. It is not clear if the miss should be genuinely attributed to the detector or to environmental causes that caused the attack to appear normal to the detector.

Figure 1 presents our preliminary taxonomy of evaluation constructs for evaluating detector performance. At a high-level, we see that the performance of a detector is dependent on the performance of both its learning and detection phases. We further discuss constructs related to each of those phases separately.

2.1 Evaluation of learning phase

The performance of the learning phase depends on the training data and the learning algorithm employed.

2.1.1 Training Data

The training data is used by a detector to learn the nominal behavior of a system. There are at least three different aspects of the training data that can affect performance.
Choice of data / choice of features

An anomaly detector can detect attacks over multiple types of data and over different features of the data. But, certain data types and certain features within that data are more suitable for distinguishing normal behavior from anomalies and the choice indirectly affects the overall performance of a detector. This aspect has been well understood and has been researched thoroughly in the literature [2].

Stability of training data

As discussed by Lee et al. [7] and Paxson et al. [8], the basic premise for anomaly detection rests on an assumption that there exists some stability or regularity in training data that is consistent with the normal behavior and thus distinct from the abnormal behavior. A highly variable training data causes the detector to mis-learn the nominal behavior and which necessarily affects its performance.

Further, the stability of training data is influenced either by (a) the intrinsic characteristic of data or, (b) the operating environment-induced noise. For example, if the training data has attributes that are intrinsically random, say TCP sequence numbers, then that data is highly unstable. On the other hand, the data itself may be stable but might be affected by variability introduced by the operating environment. For example, some applications
sporadically generate spurious network traffic which could change the nominal behavior of a system as perceived by a detector.

**Sanity of training data**
A reliable evaluation of the learning phase must ensure that the detector is trained with attack-free data [8, 6]. If the training data is polluted with attacks or anomalies, the detector learns the anomalies as nominal behavior thus preventing it from detecting those anomalies.

### 2.1.2 Learning Algorithms

There are at least three different constructs of the learning algorithm that can affect performance.

**Choice of algorithm**
Certain learning algorithms are better suited for detecting certain anomalies than others and thus influence the performance [3].

**Algorithm parameters**
The learning algorithms are heavily influenced by their parameters. For example, in the seminal work by Forrest et al. [5], the value of *window size* parameter was a deciding factor for the performance of the anomaly detector.

**Algorithmic failures**
The performance of a detector can be impacted by algorithmic failures which could either be failures due to logical errors in the algorithm implementation or errors that might be induced by the environment. We have not seen this aspect being evaluated explicitly in prior research but we believe this is an important factor to consider especially since different algorithms react differently to noise.

### 2.2 Evaluation of detection phase

The performance of the detection phase depends on attack data fed to the detector along with the detection algorithm employed.

#### 2.2.1 Attack Data

The attack signal is a sequence of anomalous events and is input to the detector to evaluate the detection capabilities of a detector. There are two main constructs of attack data that affect performance of a detector.

**Ground truth**
The ground truth data consists of data clearly labeled as attack or normal data and is crucial for a reliable evaluation of a detector. It is often the case that such crisply labeled data is not available for evaluation in the computer security domain.
Stability of attack signal

A stable attack signal is one which appears sufficiently distinct from normal behavior to a detector under all circumstances. An attack signal could manifest unstably due to two main reasons.

- Artificial adversary-induced noise, wherein an attacker might distort an attack signal by generating artificial noise that makes the attack signal appear normal to a detector. Wagner et al. [9] have previously shown how mimicry attacks can confuse a detector.

- Operating environment-induced noise, wherein an attack signal might get distorted because of the variability introduced by the operating environment. This category of noise has been largely ignored and we discuss it further in Section 3. We also demonstrate that this is an important aspect for reliable evaluation.

2.2.2 Detection Algorithm

The attack signal is a sequence of anomalous events and is input to the detector to evaluate the detection capabilities of a detector. There are two main constructs of attack data that affect performance of a detector.

Choice of similarity measure

Anomaly detectors use a similarity measure to detect deviations of behavior from a learnt behavior profile. It is well-understood that the choice of the similarity measure greatly influences the performance of a detector [2].

Scope of detection

Every anomaly detector is limited to detect only a few types of anomalies or attacks. An understanding of this boundary is essential to reliably evaluate a detector.

Algorithmic failures

Similar to the learning phase, the performance of a detector can also be impacted by algorithmic failures in detection. Again, we have not seen this aspect being evaluated explicitly in prior research.

2.3 Observations on current state-of-the-art

We make three observations on the current state-of-the-art based on the evaluation taxonomy presented in Figure 1.

- We observe that a lot of existing evaluation efforts have focused on evaluating the learning phase of a detector and have ignored the detection phase of a detector.
- Even within the learning phase, most evaluation constructs have been studied in isolation of others. For instance, an evaluation that focuses on stability of training data does not necessarily evaluate the algorithmic constructs in the learning phase.
We see that the operating environment significantly influences factors across both the learning and detection phases. Current methods do not address this adequately, but, we believe that an understanding of the operating environment is critical to the assessment of a detector.

3 Stability of Attack Manifestations

In this section, we describe our terminology and experimental methodology for proving our hypothesis on attack manifestations, introduce the notion of attack manifestation stability, describe its relationship to noise, and briefly discuss our preliminary results.

3.1 Experimental Methodology

The objective of the experiment is to observe the manifestation of an attack in symbolic data in the presence of noise introduced by the environment. In this experiment, we focus on environmental noise and ignore attacker-induced noise forms such as those caused by using evasive or polymorphic attack techniques.

The basic experiment involves running a single attack (ATK), iteratively for $n$ times, against a target process running within an environment (ENV) and collecting symbolic data (DAT) in the form of system call traces using a monitor (MON).

- **Attack (ATK)** is a non-polymorphic, non-evasive attack. Every attack iteration performs the exact same sequence of operations represented by capital alphabets $A, B, C, D, \ldots$.
- **Monitor (MON)** observes the target process and produces sequential symbolic data in the form of an execution trace.
- **Symbolic data (DAT)** is sequence of records $a, b, c, d \ldots$ where one-or-more records map to some higher-level attack operation.
- **Environment (ENV)** is represented using a set of attribute value pairs further classified into the static and dynamic categories. Static includes attributes such as the operating system version, the distribution, the library version, the location of monitor and the version of monitor. Dynamic includes attributes such as the CPU usage profile, memory profile, disk usage profile and the network usage profile. All these attributes are specific to different environments.

The actual experiment is performed using two hosts: a virtual host and a real host. The virtual host container provides the environment (ENV). It runs the target process and the data monitor, along with other processes. The real host runs the attack against the virtual host and controls the overall experiment. Having separate hosts ensures that the noise from the attacker’s environment does not influence the target’s environment.

3.2 Environmental Noise and Stability

The definition of noise is very subjective and we provide our definition and rationale in the next few paragraphs. There are at least two aspects of noise that needs to be considered:
Noise depends on the data

Different sources of noise would have different effects over different types of data. For example, system-call trace data might not get affected by variations in CPU load but CPU usage data is influenced by variations in CPU load at different times of the day.

Noise depends on the detector

The simple reason here is that what seems like noise to one detector over some data might not be noise to the other over the same data. An analogy would be that Alice hearing Bob converse over the phone in his native-tongue would sound noisy to Alice but it is not noise for Bob.

For our purposes, the data is symbolic sequential data \(a, b, c, d\ldots\) and detectors are assumed to use symbolic sequential data as their input for learning and detecting attacks.

Let \(a, b, c, d\) represent a stable attack signal. We define four types of unstable attack signals that can result due to environmental perturbations. The resulting instability can cause an attack signal to appear normal to the detector.

<table>
<thead>
<tr>
<th>Unstable signal</th>
<th>Noise Type</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a, p, q, b, c, d)</td>
<td>Addition</td>
<td>Extra symbols are added to original sequence</td>
</tr>
<tr>
<td>(x, y, c, d)</td>
<td>Replacement</td>
<td>Original symbols are replaced</td>
</tr>
<tr>
<td>(a, c, d)</td>
<td>Removal</td>
<td>Symbols are removed</td>
</tr>
<tr>
<td>(a, c, b, d)</td>
<td>Order Change</td>
<td>Order of symbols is changed</td>
</tr>
<tr>
<td>(a_1, a_2, b, c, d)</td>
<td>Split</td>
<td>Symbols are split into multiple symbols</td>
</tr>
</tbody>
</table>

3.3 Execution and Results

An initial experiment run was performed to capture the baseline set of symbols representing an attack. The basic experiment step described in Section 3.1 is then repeated under different conditions of environmental noise. All iterations of the attack are analyzed for the four types of unstable signals discussed in Section 3.2. In our experiments, we discovered the attack signal to manifest unstably due to addition, split, removal and replacement types of noise. We briefly discuss our preliminary results which demonstrate addition and split types of noise.

3.3.1 Unstable attack signal due to addition

The expected sequence of attack symbols were

\[
\ldots \\
time \\
time \\
\ldots
\]

One of the attack iterations produced the following sequence of calls.
The reason for addition here was that a file resource had changed causing the target process to execute a different set of system calls.

### 3.3.2 Unstable attack signal due to split

The original sequence contained the following system calls:

```plaintext
read <====
stat64
stat64
stat64
stat64
clone
wait4
exit_group
```

Under conditions of load, it was observed that the single `read`, pointed to by the arrow, was split into two different reads as shown below.

```plaintext
read <====
stat64
stat64
stat64
stat64
clone
wait4
read <====
exit_group
```

We thus see from above results that different instances of the same attack signal have manifested differently within the same environment.

## 4 Discussions

### 4.1 Reasons for attacks to manifest unstably

In the previous section, we showed that attacks do manifest unstably and here we present some of the possible reasons. For the case of host-based systems, an unstable attack manifestation may be:

**an artifact of monitoring**

Monitors capture data with differing levels of reliability under different conditions. For
example, the tcpdump monitor drops packets if the system is under heavy load. Monitors also have limitations which might make them capture data in ways not representative of the original system behavior. For example, the strace tool is known to have problems capturing system calls from processes forked with vfork(). Strace might also capture blocking system calls such as send as two calls spread over time.

**an artifact of system execution**

System behavior might change based on environmental conditions. For example, ordering of system call operations in multi-threaded applications might appear different for different executions, or a process might execute legitimate sequence of system calls which may have not been captured during training.

4.2 Applicability of results

Our experiments have demonstrated the effect of environmental noise using a simple host-based environment and for simple definitions of noise. We have shown that it is feasible for an attack to manifest unstably due to environmental noise. But, the results are not generic and still need to be verified across different types of environments. Our next steps in this regard are to investigate attack manifestation stability in large networks.

4.3 Evaluation of detector performance

Once we understand that an attack (A) manifests stably over some data (D) in environment (E), we can now proceed to make a confident assessment of a detector’s performance. We can confidently assert that a good detector should always detect the attack A, over data D in environment E. Further, a failure to detect A would mean some problem with the detector’s internal workings itself, according to our taxonomy in Figure 1.

4.4 Aspects of stability

We identify several different aspects of attack stability which need to be considered for a thorough understanding of the phenomena.

**Stability with respect to data type**

In this work, we considered sequential symbolic data which is categorical in nature. We need to investigate stability over different types of data such as continuous and time-series data.

**Stability with respect to dimensionality**

We considered single-dimensional symbolic data in this work. But, real world data is multidimensional with many different attributes. We hypothesize that it is possible for attacks to manifest stably in some dimensions while displaying instability across others. An understanding of this is essential for characterizing the performance of detectors and also for building better detectors.
Stability with respect to data granularity

Data can be monitored at different levels of granularity. For example, it is often the case that a monitor might capture only a subset of the system calls produced by a process. We expect an attack to show different stability with change in granularity.

5 Conclusions

Anomaly detection is an important technique in a defender’s arsenal to protect against the latest breed of novel and sophisticated security attacks. It is well-understood that a sound evaluation methodology is required to make reliable assessment of a detector’s performance and make it work across different environments. In this work, we first laid out the evaluation space by describing various constructs that need to be considered for reliable evaluation of an anomaly detector. We then focused on understanding the impact of environmental noise on the stability of attacks. We started with the hypothesis that environmental noise can cause attacks to manifest unstably and demonstrated this with a simple experiment. Our immediate next steps involve investigating the phenomenon of attack manifestation carefully over different types of data, different types of environments and different detectors. Our larger goal is to build a comprehensive evaluation framework that can be used by researchers and evaluators to reliably evaluate anomaly detection technique in both the traditional cyber environments and cyber physical environments such as the Smart Grid.
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