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Outline

I What is climate informatics and why do we care?

I Machine Learning, Data Mining, Statistics, and Earth Science: the Second
NASA Data Mining Workshop.

I What was it?
I What did we learn?
I How have things changed since then?

I An example addressing one of today’s informatics challenges at NASA.
I A statistical model for remote sensing data.
I A family of inference problems.
I Massiveness and change of support.
I Exploiting spatial and temporal dependence.
I Data “fusion": an example.

I Some concluding thoughts.
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What is climate informatics?

Informatics

Data Mining

Machine
Learning

``... the science of information, the 
practice of information processing, 
and the engineering of information 
systems.'' (Wikipedia)

``... the process that attempts to 
discover patterns in large data 
sets." (Wikipedia)

``Machine learning focuses on 
prediction, based on known 
properties learned from the 
training data." (Wikipedia)

Statistics ``... the study of the collection, 
organization, analysis, 
interpretation, and presentation of 
data." (Wikipedia)
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What is climate informatics?

“Data Mining for Insight into Processes":

I “The rate of data acquisition via the satellite network and the re-analyses
projects is very rapid. Similarly the amount of model output is equally fast
growing. Model-observation comparisons based on processes (ie. the
multi-variate changes that occur in a single event (or collection of
events). . . have the potential to provide very useful information on model
credibility, physics and new directions for parameterisation improvements."

I “However, data services usually deliver data in single variable, spatially
fixed, time varying formats that make it very onerous to apply space and
time filters to the collection of data to extract generic instances of the
process in question. This is surely a task that computer science should be
able to improve."

From the Climate Informatics Wiki, Scientific Problems in Climate Informatics
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The Second NASA Data Mining Workshop

I Goal: to bring together Earth
scientists and data miners to match
the needs of the scientific
community to existing capabilities
provided by computer scientists
and statisticians, and suggest
future research directions they may
pursue to help advance Earth
science research.

I See http://datamining.itsc.uah.edu/
meeting06/ to obtain the Final
Report.
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The Second NASA Data Mining Workshop

Among the key findings:

I One obstacle to infusion of modern data analysis methods in Earth science
is the disconnect between “modeling the data" and relating it back to
underlying physical processes. (“Science is hypothesis driven, but data
mining is data driven.")

I A conceptual framework is needed to articulate the roles that statistics and
data mining can play in advancing Earth science research. Such a
framework should:

I link questions about Earth system processes to questions about data,

I provide an infrastructure for making inferences from the data back to
the underlying state of the Earth system, and translating those
inferences into physically meaningful conclusions.
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The Second NASA Data Mining Workshop

What’s changed in the last six years?

I Large-scale, climate modeling experiments (CMIP3, CMIP5) produce
massive climate simulation datasets.

I Simulations instantiate hypotheses about the behavior, causes, and effects
of processes making up the climate system. We are now in a position to
test these hypotheses by comparing simulations to observations, but we
need uncertainties...

I We have many diverse observational datasets that report the
same/similar/related quantities (e.g., CO2 concentrations) with different
sampling and measurement error characteristics. Can we estimate the
underlying true fields that are the targets of these (noisy) observations?

I Can we use multiple data sources simultaneously to get better estimates
(reduce uncertainies)?
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A statistical model for remote sensing data

True Discretized With variance With bias With missing

Y (s) Bm

Z(Bm) = Y (Bm) + ε(Bm)

ε(Bm) ∼ N(c, σ2
ε )

Z = (Z(B1), . . . , Z(BN))
′

N = number non-missing pixels

Y (Bm) =
1

|Bm|
∫
s∈Bm

Y (s) ds

� Remote sensing data are noisy spatial aggregates of the true field.

� Goal: infer Y (s) from Z (optimal spatial prediction).
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A statistical model for remote sensing data

True Instrument 1 Instrument 2

B1m B2m

Z1(B1m) = Y1(B1m) + �1(B1m) Z2(B2m) = Y2(B2m) + �2(B2m)

�1(B1m) ∼ N(c1,σ
2
�,1)

�2(B2m) ∼ N(c2,σ
2
�,2)

Y (s)

Z1 = (Z1(B11), . . . , Z1(B1N1
))� Z2 = (Z2(B21), . . . , Z2(B2N2

))�

Y2(B2m) =
1

|B2m|

�

s∈B2m

Y (s) dsY1(B1m) =
1

|B1m|

�

s∈B1m

Y (s) ds

I Better yet: infer Y (s) from Z1 and Z2 (data fusion).
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A family of inference problems

Joint work with Noel Cressie (U. of Wollongong and Ohio State), Matthias
Katzfuss (U. of Heidelberg), Emily Kang (U. of Cincinnati), Anna Michalak
(Stanford U.) and Hai Nguyen (JPL).
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Massiveness and change of support

I Bayesian hierarchical model: [Y |Z ] ∝ [Z |Y ][Y ].

Z (B) =
1
|B|

∫
u∈B

Y (u) du + ε(B) (data model*),

Y (s) = µ(s) + ν(s) + ξ(s) = µ(s) + S(s)′η + ξ(s) (process model),

where µ(s) is “trend" (assumed known or estimated), ν(s) is the spatial
covariance term, ξ(s) is “fine-scale" variation (a residual), and ε(B) is
measurement error. ξ(s) ∼ N(0, σ2

ξ), ε(B) ∼ N(cµ(B), σ2
ε). (c is a

multiplicative bias, µ(B) defined below.)

I µ(s) = t(s)′α, t(s) = (lat , lon)′, for example.

I S(s) is a low-dimensional (r × 1) basis vector that encodes the location of
s relative to a set of multi-resolution basis centers.

I η is a low-dimensional (r × 1) hidden structure variable to be estimated.

* abuse of notation!

11



Massiveness and change of support

Multi-resolution basis functions:

u uuuu

0

1

d

u
d1

d2

d3
m4m3

m2

m1
Sj(l)(u) ≡

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

[
1− (||u−mj(l)||/rl

)2]2
if ||u−mj(l)|| ≤ rl,

0 otherwise

Resolution 1 Resolution 2 Resolution 3 Local Bisquare Functions

S(u): location u is encoded by distances to multiresolution basis centers.

Change of support property:

ν(B) =
1
|B|

∫
u∈B

ν(u) du =

[
1
|B|

∫
u∈B

S(u)′η du
]
=

[
1
|B|

∫
u∈B

S(u) du
]′
η = S(B)′η.
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Massiveness and change of support

Other change of support properties:

I Y (B) = 1
|B|

∫
u∈B Y (u) du.

I t(B) = 1
|B|

∫
u∈B t(u) du.

I µ(B) = 1
|B|

∫
u∈B t(u)′α du =

[
1
|B|

∫
u∈B t(u) du

]′
α = t(B)′α.

I ν(B) = 1
|B|

∫
u∈B ν(u) du.

I ξ(B) = 1
|B|

∫
u∈B ξ(u)

′ du.

I S(B) = 1
|B|

∫
u∈B S(u) du.
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Exploiting spatial and temporal dependence

I Optimal (minimum variance, unbiased) estimates:

Ŷ (s) = t(s)′α+ S(s)′η̂ + ξ̂(s),

Ŷ (B) = t(B)′α+ S(B)′η̂ + ξ̂(B).

I η ∼ Nr (0,K) a priori (K estimated off-line), η̂ = E (η|Z).

I ξ(s) ∼ N(0, σ2
ξ) a priori (σ2

ξ estimated off-line), ξ̂(s) = E (ξ(s)|Z).

I Uncertainties of η̂, ξ̂(s) and ξ̂(B) are posterior variances. Propagate
through to yield uncertainties of Ŷ (s) and Ŷ (B) relative to true, but not
directly observed Y (s) and Y (B).

I Computationally tractable thanks to linearity and the parameterization of
ν(·) in terms of basis functions. See Cressie and Johannesson (2008),
Nguyen (2009), Nguyen, Cressie, and Braverman (2012).

14



Exploiting spatial and temporal dependence

What about time?

I Incorporate time by letting η evolve according to a first-order
autoregressive model:

ηt |ηt−1, . . . ,η0 ∼ Nr (Htηt−1,Ut), t = 1, 2, . . . ,T ,

where subscript t indicates time period, Ht and Ut are the propagator and
innovation matrices, respectively, and the initial state is η0 ∼ Nr (0,K0).

I Assuming the parameters α, K0, σ2
ε , σ2

ξ, Ht , and Ut are
known/given/estimated, we can optimally estimate the posterior
expectations and covariances of {ηt} and of {ξt(·)} at all prediction
locations using a Kalman smoother.

I See Katzfuss and Cressie (2010), Cressie, Shi, and Kang (2010), Kang,
Cressie, and Shi (2010), Katzfuss and Cressie (2011), Nguyen, Katzfuss,
Cressie, and Braverman (2012).
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Data fusion example

Data fusion: optimal spatio-temporal inference on multiple processes from
multiple, heterogenous datasets.

I Y1t(·) = total column CO2 concentration at time t .

I Y2t(·) = mid-tropospheric CO2 concentration at time t .

I Yt(·) = (Y1t(·),Y2t(·))′.

I Yt = (Yt(A1),Yt(A2), . . . ,Yt(AP), )
′ is the vector of true process (bivariate)

values at given support, A, at P locations.

I Goal: produce Ŷt =
(

Ŷt(A1), Ŷt(A2), . . . , Ŷt(AP),
)′

and associated mean
squared prediction error matrices.
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Data fusion example

Data fusion: optimal spatio-temporal inference on multiple processes from
multiple, heterogenous datasets.

AIRS footprint grid

~ 700 km

~ 1500 km

GOSAT footprint 
~ 10 km diameter,  
~ 150 km apart

~ 700 km

AIRS footprint
~ 90 km diameter

ACOS

AIRS

~ 
22

00
 k

m
Al

tit
ud

e 
(k

m
)
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I Z1t = vector of total column
CO2 concentrations observed
by JAXA’s Greenhouse Gases
Observing Satellite (GOSAT) at
time t .

I Z2t = vector of
mid-tropospheric CO2
concentrations observed by
NASA’s Atmospheric Infrared
Sounder (AIRS) at time t .

I Zt = (Z1t
′,Z2t

′)
′.
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Data fusion example

Data: remote sensing observations from GOSAT and AIRS, over the continental
US, covering February 2010 through March 2011 in T = 70 six-day blocks.

Estimate Yt = (Yt(A1),Yt(A2), . . . ,Yt(AP))
′, t = 1, . . . , 70, at a set of P regularly

spaced locations with 1◦ × 1◦ block support. Produce covariance (uncertainty)
matrix for each Ŷt(Ap).
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Data fusion example

Yt = Ttαt + Stηt + ξt , Zt = Yt + εt , =⇒ Zt = Ttαt + Stηt + ξt + εt .

I Zt =

(
Z1t

Z2t

)
,

I Tt =

(
T1t 0
0 T2t

)
,

Tkt = (t(Bk1t), . . . , t(BkNk t))
′,

I αt =

(
α1t

α2t

)
,

I St =

(
S1t 0
0 S2t

)
,

I ηt =

(
η1t
η2t

)
,

I ξt =

(
ξ1t
ξ2t

)
,

ξkt = (ξkt(Bk1t), ξkt(Bk2t), . . . , ξkt(BkNk t))
′,

I εt =

(
ε1t

ε2t

)
,

εkt = (εkt(Bk1t), εkt(Bk2t), . . . , εkt(BkNk t))
′.

Now use the machinery discussed earlier for the single dataset case...
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Data fusion example

In addition to exploiting spatial and temporal dependence, data fusion also
exploits inter-variable dependence.

(Analysis took about 42 minutes on a MacBook Pro laptop with ∼140,000
observations.)
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Some concluding thoughts

I The advent of massive climate model simulation datasets that instantiate
hypotheses about the climate system changes the landscape for climate
informatics. Provides a framework for hypothesis testing.

I Hypothesis testing requires uncertainties on the observational data
sources.

I Remote sensing data are a vast, arguably untapped source of information
about the climate system. However, they are themselves inferences
(“retrievals"), and subject to uncertainty.

I There’s still a lot to learn from them in an “exploratory" mode (finding
patterns and empirical relationships).

I We should begin to think about how to carry these findings forward to
inferential conclusions about the climate system. (Cross-validation error 6=
estimation uncertainty: even a massive dataset is a sample...)
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The end

Questions, comments?

Contact Amy.Braverman@jpl.nasa.gov.
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