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Mars Rovers 



5 

Deep Space Network Antenna 
(70 meter diameter) 

• Three locations  
– 120 deg. Apart 
– Goldstone, CA. 
– Madrid, Spain 
– Canberra, Australia 

• 1966 support of 
Mariner 4 
• Used to track Apollo 
and every major 
robotic planetary 
mission 

• Other Science: 
– Interferometry http://deepspace.jpl.nasa.gov/dsn/ 
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Keck Interferometer 

•  2 Keck 10m telescopes with full adaptive optics 

•  Wavelengths 1.2 um to 10 um  
  (AO operates in visible) 

•  Science: nulling, differential phase, astrometry,   
imaging 

•  First fringes with Keck Telescopes March, 2001 
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Interferometer Major Components 

Long Delay Lines (LDL) 

Beam Transport Optics 

 (Coude Train) 

Fringe Tracker (FATCAT) 

Fast Delay Lines (FDL) 
Keck 1 FM 

Angle Tracker (KAT) 
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Smaller Projects 

Target Detections Algorithms 

Rover Analysis, Modeling, 
and Simulation 

Lake Tahoe Buoy 
Satellite Sensor 
Calibration and 
Validation 

Laser Spectrometer 
Absorption Instrument 
Ready for Flight out of 
Van Nuys Airport 



Software: Basic Facts 
• Software is spread across many sections in 3X 
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Software: Basic Facts 

• As of 2010, there are approximately 53 million SLOC in 
development or actively being maintained at JPL (36 million safety 
critical) 
– 345 software tasks 

– 250 tasks are Class B and Class C code 

– 75% of tasks are Small (0 - 2 work years), 25% Code if Flight Software 
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Why is FSW important? 

1. Control the spacecraft 
•  ACS/GNC ~ Fly the spacecraft 

•  Misc. Sensors & Actuators 

2. Data Acquisition 

•  Collects Raw science & Systems Data Products 

3. Communications 

•  Flight/Ground Interfaces 

•  Uplink & Downlink 

4. Provides Spacecraft Autonomy 

•  Sequencing is standard 

•  More exotic planners and agents  
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Why is FSW important? 

• Captures Mission system behavior 

– Flight software has become more pervasive is 
the system 
 

• Glue that makes or breaks the mission! 
– Deployments are largely dominated by interfaces 

• Always designed and implemented to 
achieve mission requirements 
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Project Requirements Levels 
Requirements level within the project shall be established using the following 
definitions: 

Level 1: Customer requirements are the sponsoring organization or program 
derived and allocated requirements on the project 

 

Level 2: Project requirements are those requirements that are both levied on 
the Project from the Program or institutional level as well as those that 
are derived at the project level  

 

Level 3: System requirements are those requirements that are both allocated 
functions to each system from the controlling Project System as well as 
those that are derived at the system level  

 

Level 4: Subsystem requirements are those requirements that are both 
allocated functions to each subsystem from the controlling system 
entity as well as those that are derived at the subsystem level 

Level 5 and below requirements are defined similarly 





Innovative Technology (Avionics & Flight Software) 
Development Driven by 

New Cal Poly CubeSat Applications 

• Goals: Educate Cal Poly students about JPL and 
explore collaboration opportunities in new avionics 
and software demonstrations utilizing the CubeSat form 
factor.  

• Objectives: 

1. Answer the technical question, can new 
technologies be implemented and tested on 
CubeSats for later adoption by JPL? 

2. Consider a broad range of student-developed 
CubeSat mission concepts as drivers? 

3. Can we identify a set of FSW/Avionics technologies 
that could be demonstrated utilizing the student 
concepts with justification of importance? 
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National Aeronautics and Space 
Administration 
Jet Propulsion Laboratory 

California Institute of Technology 

Space Networking 

Space-based Protocols  --  Content-based Data Compression  --  Downlink Prioritization  --  Delay- and 
Disruption-Tolerant Networking (DTN)  --  Relay Operations -- Demand Access -- Multi-Platform Coordination 

Ground Systems  

Ground System Automation  --  Mission Planning & Execution  --  Modeling & 
Simulation -- Design Exploration -- High-Performance Computing  -- Data Analysis, 
Visualization & Management  -- Software Engineering  --  Information Security –  

ISHM -- Mission Operations -- Virtual Environments 

Earth Observing 
Missions 

Astrophysics 
Missions 

Flight Systems 
Mission Planning & Execution  -- Science Event Detection & Data Processing  -- Model-based Fault 

Management  -- Control Architectures – Fault-Tolerant Computing Architectures – Machine Vision for EDL -- 
Autonomous Navigation --  Autonomy for Surface Ops  --  Human-Robotic Operations -- Software Reliability 

Mars and Planetary 
Missions 

Software, Computing and Networking  
on Space Missions 

Human Exploration 
Missions 
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AGENDA 

• Autonomy


• Delay Tolerant Networking (DTN)


• Flight Computing


– Next generation processors


– Software architecture
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Onboard Science 
Autonomous Science Experiment (ASE) 

Generate plan onboard 

Observation Goals 

observe 

Command 

Detect Events 
(onboard recognizers, all source triggers, change detection) 

Cloud-cover 
(GOES sat.) 

Infrared 
(onboard) 

+ 

Ground  
sensors 

+ = 

Eruption 
(take image) 

Retask 

Take new observation 

Respond 

Alert 

Send alert and event images 

Dynamic Retasking Currently 
Operating on EO-1 

• Over 1,500 autonomously acquired images  

• ASE retasked EO-1 to observe forest fires and floods 
based on multi-source event triggers 

• Observations triggered from multiple data sources, 

including onboard recognizers, ground sensors, and 
data from other satellites 
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Delay / Disruption Tolerant Networking (DTN) 

• Disruption Tolerant Networking (DTN) protocols to enable NASA 
transition from point-to-point to networked communications.


– Enables 
coordinated 
platform science 
and makes space 
communications 
more efficient


– Flight validated on 
EPOXI spacecraft 
in November 
2008-2010




8


DTN Flight Validation Activities 

DINET 1: Core DTN Flight 
Validation

•  Priority


•  Dynamic Routing

•  Automated Forwarding

•  Custody Transfer

•  Delay-Tolerant Retransmission

•  Flow & Congestion Control








DINET 2:  Flight Validation of DTN 
Enhancements for Mission Ops

•  DTN with unacknowledged CFDP 

overlay

•  Bundle Security Protocol (BSP)

•  Dynamic Contact Graph Management

•  Demo Multiple ION Network Nodes

•  Extended Priority System


•  Potential use by EPOXI ops team to 
transfer science files using DTN










Future Demonstrations

•  Asynchronous Messaging Service (AMS)

•  Space Network Time Protocol (NTP)

•  One Way Light Time Calculator





  Validation Experiment                                                              Topology


Single Spacecraft

One DEN Node


APL
 Others
 JPL


DEN 

Connectivity


Two Spacecraft


Provides additional features 

enabling autonomous 


operations of DTN functionality
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Mission Data System (MDS) Control Architecture 
Unified architecture for flight & ground 

System 
Under 
Control 

State 
Control 

Hardware Adapter 

Mission Planning & Execution 

Control 
Goals 

Sense 

State 
Estimation 

Act 

Measurements 
& Commands 

Commands 

State 
Functions 

State 
Values 

Knowledge 
Goals 

State Knowledge 

Models 

Clear delineation 
between control 
system and system 
under control 

Explicit state 
variables 

Separation of estimation from control 

Models inform  
all aspects of 
control system 

System operation via 
overt, objective 
statements of intent 
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Possible Software Research Areas 

• Artificial Intelligence / Onboard Autonomy

• Delay Tolerant Networking (DTN)

• Multicore Flight Processor & Software

• Mission Data System (MDS) control architecture and 
supports autonomy

– State Analysis

– Goal-Based Mission Operations 


• Decentralized Coordinated Control of Satellites and UAVs

• Mars Sandbox at Cal Poly
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Questions? 

Contact Info:


Larry Bergman

Manager, Mission Computing and Autonomy Systems 
Research Program Office (436)

4800 Oak Grove Drive – MS 321-B60

Jet Propulsion Laboratory

Pasadena, CA 91109



Email:  Larry.A.Bergman@jpl.nasa.gov

Tel: (818) 393-5314























































































