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Aims, Goals, and Obijectives

* Challenge Cal Poly science and engineering
students to conceptualize future science
measurements and technology needs for the
coming decade

* Answer the technical question, can new FSW
applications and methods be implemented /
tested on CubeSats for later adoption by |PL

* Explore pathways and methods for open
innovation / collaboration between JPL and

university partners



Concept Maturity Level Definitions

CML | —"Cocktail Napkin”: Objectives and basic approach.

CML 2 — Initial Feasibility: High-level physics, mass and cost
assessments.

CML 3 —Trade Space: Objectives and architecture trade space
elaboration and evaluation of performance, cost and risks.

CML 4 - Point Design within Trade Space: Subsystem-level
design and cost estimates.

CML 5 — Concept Baseline: Relationships and dependencies,
partnering, heritage, technologies, key risks, mitigation plans
and system make-buy approaches.

CML 6 — Initial Design: Requirements and schedules to
subsystem level, grassroots cost agreements, schedule, and
V&V approach for key areas.

Taken from Pre-Project Principles and Practices, Rev. 0



Innovation Jam Culture

* We are a team of peers — that includes YOU
* Foster trust and respect
— Talk about crazy ideas not crazy people
— What’s said in the sessions stays in the sessions
* Build on the ideas of others
* If you are in the room, you participate
* Make an effort to listen more than you speak
* Don’t ask for permission, plenty of forgiveness
* Encourage wild ideas, they inspire innovative ideas
* Discovery is key — learn something new today
* Have at least one “bad” idea today — and many more “good” ones!



A Couple Quick Thoughts

This is going to
but remember t
We are here to

be like drinking from a fire hose,
nis is just the start

nelp and this is building a

partnership — trust and respect are key
You are not in competition with each other — at

least for now! —

You are building
more about you

so help each other

a network of |JPLers who know
r concept and can continue to be

a good resource for you

Use this time an

d this resource well



* |ntroductions and Overview 8:00 am

* Morning Presentations 8:20 am — 10:00am
— Overview of JPL 8:20 am
— Future Directions in Mission Computing 8:35 am
— Flight Software Applications Group 8:55 am
— Avionics at JPL Present and Future 9:25 am

* JPL Tour including SMAP C&DH testbed 10:00 am

* Lunch 12:00 pm

* Science and Technology Traceability Matrix 1:00 pm
— Introduce the concept of “Science Value Matrix”

* Student Concept Presentations 1:30 pm

— Each team will have 20 min for presentation and discussion

Next Steps Toward Refining Concepts 5:00 pm
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» Spread out over about 176 acres

« Approximately $1.6 B Business Base

* Over 5000 employees and contractors

* Under NASA contract but managed by CalTech

» Supported by proposals to do work

* About 15% of work is non-NASA (Military, Civil, etc.)
« JPL is a non-profit organization

* The lab has been around for about 75 years

dPL



On behalf of
NASA, JPL is
responsible for
| g operating many
I e spacecraft, 2

Spirit & Opportunity

Mars rovers, and
numerous
science
Instruments that
today are
surveying the
solar system and
beyond.

Cassini Jason CloudSat L

IEEE JPL SW Seminar 3 JPL




Mars Rovers




Deep Space Network Antenna
(70 meter diameter)
Three locations R

— 120 deg. Apart

— Goldstone, CA.

— Madrid, Spain

— Canberra, Australia

1966 support of
Mariner 4

Used to track Apollo
and every major
robotic planetary
mission

Other Science:

— Interferometry http://deepspace.jpl.nasa.gov/dsn/

s JPL




Keck Interferometer

» 2 Keck 10m telescopes with full adaptive optics

» Wavelengths 1.2 um to 10 um
(AO operates in visible)

» Science: nulling, differential phase, astrometry,
Imaging
* First fringes with Keck Telescopes March, 2001

s JPL



Interferometer Major Components

B

T!l ' :

(Coude Train)

June 13, 2009 IEEE JPL SW Seminar 7 JPL



Smaller Projects

Rover Analysis, Modeling,
and Simulation

Lake Tahoe Buoy
Satellite Sensor
Calibration and

Validation

Laser Spectrometer
Absorption Instrument
Ready for Flight out of
Van Nuys Airport

June 13, 2009




Software: Basic Facts

- Software is spread across many sections in 3X

140

_- FY10 Work Years by Section
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Estimated FY10 FTE

313 317 318 322 324 332 333 334 335 337 343 345 347 349 355 388
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Software: Basic Facts

 Many languages are in use across the Lab

— C is the primary language for flight software
— Java is the primary language for new code in development on the ground

Percentage of Lines of Code in Language by
Domain

80%
Flight
M Ground

70%
60%
50%
40%

30%

20%
0% — |

Fortran Java Perl/TCL/TK Other
Language

Percentage of Lines of Code

dPL
10



Software: Basic Facts

 As of 2010, there are approximately 53 million SLOC in
development or actively being maintained at JPL (36 million safety
critical)
— 345 software tasks
— 250 tasks are Class B and Class C code
— 75% of tasks are Small (0 - 2 work years), 25% Code if Flight Software

2009 Inventory -
Percentage of Active Tasks by Task Stze Percentage of Tasks by Software Domain

Very Large
Large (4-10 (>10 WY)

Flight
m \w. g

25%

Medium (2-4
WY)
16%

Ground
75%

Small (0-2
WY)
75%

JPLU
11



Why is FSW important?

1. Control the spacecraft
« ACS/GNC ~ Fly the spacecraft

« Misc. Sensors & Actuators

2. Data Acquisition
* Collects Raw science & Systems Data Products

3. Communications
« Flight/Ground Interfaces
« Uplink & Downlink

4. Provides Spacecraft Autonomy
« Sequencing is standard
 More exotic planners and agents

Len Reder (reder@jpl.nasa.gov) 12 JpL



Why is FSW important?
» Captures Mission system behavior

— Flight software has become more pervasive is
the system

* Glue that makes or breaks the mission!
— Deployments are largely dominated by interfaces

» Always designed and implemented to
achieve mission requirements

Len Reder (reder@jpl.nasa.gov) 13 JpL



Project Requirements Levels

Requirements level within the project shall be established using the following
definitions:

Level 1: Customer requirements are the sponsoring organization or program
derived and allocated requirements on the project

Level 2: Project requirements are those requirements that are both levied on
the Project from the Program or institutional level as well as those that
are derived at the project level

Level 3: System requirements are those requirements that are both allocated
functions to each system from the controlling Project System as well as
those that are derived at the system level

Level 4: Subsystem requirements are those requirements that are both
allocated functions to each subsystem from the controlling system
entity as well as those that are derived at the subsystem level

Level 5 and below requirements are defined similarly

JPLU



Requirements Level, Control & Location

Element Controlling the Requirement

, Systems | Sub-systems
Level Element “ﬁjﬂ Project | ‘o4 Fs, | (eg.ACS,
System MS) Nav)
. otia ’ .
B Level 2 | Project System ﬁ Self Derived
Module
.. Systems (e.g.FS, :
Contalnmg Level 3 MS) Self Derived
.and. Level 3 | Inter-Svstem RIS
Satisfying e R
the Level 4 w e.g. Self Derived
Require-
ment Lavel 4 | nier-Subsystemn | SRR
Level 5 | Assembly Allocated
Level 5 | Inter-Assembly IRD(s)

IRD = Interface Requirements Document
Allocating element maintains control of the requirement JPL



Innovative Technology (Avionics & Flight Software)
Development Driven by
New Cal Poly CubeSat Applications

« Goals: Educate Cal Poly students about JPL and
explore collaboration opportunities in new avionics

and software demonstrations utilizing the CubeSat form
factor.

« Objectives:

1. Answer the technical question, can new
technologies be implemented and tested on
CubeSats for later adoption by JPL?

2. Consider a broad range of student-developed
CubeSat mission concepts as drivers?

3. Can we identify a set of FSW/Avionics technologies
that could be demonstrated utilizing the student
concepts with justification of importance? . IPL



Future Directions in
Mission Computing

Dr. Larry A. Bergman, Manager, Mission Computing & -
Autonomy Systems Research Program

Jet Propulsion Laboratory

March 30, 2012




National Aeronautics and Space
Administration

ey SOftware, Computing and Networking
JPL on Space Missions

Mars and Planetary Earth Observing Astrophysics Human Exploration
Missions Missions Missions Missions

Flight Systems
Mission Planning & Execution -- Science Event Detection & Data Processing -- Model-based Fault
Management -- Control Architectures — Fault-Tolerant Computing Architectures — Machine Vision for EDL --
Autonomous Navigation -- Autonomy for Surface Ops -- Human-Robotic Operations -- Software Reliability

Space Networking

Space-based Protocols -- Content-based Data Compression -—- Downlink Prioritization -- Delay- and
Disruption-Tolerant Networking (DTN) -- Relay Operations -- Demand Access -- Multi-Platform Coordination

L

Ground Systems

Ground System Automation -- Mission Planning & Execution -- Modeling &
e Simulation -- Design Exploration -- High-Performance Computing -- Data Analysis,
» ~  Visualization & Management -- Software Engineering -- Information Security —
ISHM -- Mission Operations -- Virtual Environments



AGENDA

e Autonomy
e Delay Tolerant Networking (DTN)
e Flight Computing

— Next generation processors

— Software architecture



Autonomous Science Experiment (ASE)
on EO-1 Mission Scenario

/ Autonomous Planning

Onboard Science Analysis | e ——
No Feature HE S ) |
Detected: - =— = . —
sPacecraf.t and - L — S TTmEEE T :
apr'::;ro;:’rlate Detection \ o T 1L i :
ands - e |
Downlink 60‘3‘\ l'
Image and
Possibly Retarget’for New
Reimage Same Observation Goals

Z // -~/

Onboard re-planning enables rapid
response to detected event




Onboard Science
Autonomous Science Experiment (ASE)

Command

Observation Goals ' Vi

Generate plan onboard

Detect Events

(onboard recognizers, all source triggers, change detection)

Infrared

Cloud-cover Ground Eruption
(GOES sat.) (onboard) sensors (take image)
Respond
Retask Alert

Take new observation Send alert and event images

* Over 1,500 autonomously acquired images

* ASE retasked EO-1 to observe forest fires and floods
based on multi-source event triggers

* Observations triggered from multiple data sources,
including onboard recognizers, ground sensors, and
data from other satellites



Dynamic Event Detection on MER

* Cloud and dust devil campaigns are conducted
regularly on MER.

— These phenomena occur year-round, but vary seasonally
No dust devils were observed for the first Earth year of rover
operations, although there was evidence that dust devils had swept
over the rovers
During cloud campaigns, between 8 and 25% of the images contain
clouds.

Approach
- Collect images more frequently
- Analyze onboard to detect events

—  Only downlink images believed to
have events

Benefit

- Even < 100% accuracy can
dramatically increase event data
returned to Earth

Status

- Uploaded to rovers in 2006 as part
of R9.2

- Fully checked out and operational

Basic result
- Red boxes show detections

Summary Image
512 x 6 = 3072 bytes

Science product




Delay / Disruption Tolerant Networking (DTN)

e Disruption Tolerant Networking (DTN) protocols to enable NASA
transition from point-to-point to networked communications.

— Enables

Martian Y Lunar Local coordinated
Local Network - : ; Networlk

platform science

and makes space
Lunar communications

., Trunk .
@ more efficient

— Flight validated on
EPOXI spacecraft

Individual _ . in November
Spacecraft W
Connections + A 2008-2010

Local Network



DTN Flight Validation Activities

Validation Experiment Topology

Provides additional features
enabling autonomous
operations of DTN functionality




Maestro Flight Processor
Key Features

Highest Performance Rad Hard General p
Purpose Processor /|[ 2w | [oore] [Rmai] |Gacs | [oore] [Mxau
— Up to 350 MHz, 44 GOPS, 20 GFLOPS g LSEROES
Tiled Architecture
— 49 tile, 2-D Processor Array connected by
low-latency high bandwidth register-mapped PUR &
networks
Tile Processor
— Main Processor: 3-way VLIW CPU —
64-bit instruction bundle ) a@g
* 32-bit integer operations N

— Static Switch Processor
— Floating Point Co-Processor (IEEE 754

single and double precision) =y =] _::f;;_zfuq; =3
- - | b
= I
._,:::__I“ l

Memory
— L1 cache: 2 cycle latency, 8KB | & 8 KB D
— L2 cache: 7 cycle latency, 64 KB

— Tiles can access each others L2 | 3 2l |
— Off-chip Main Memory: 88 cycle latency i FL{GEE;IG |11y

I/O Interfaces ™ + oM i:_:.__:j—‘_ | ? == ? 5-“:‘_—!} TON +
— Four XAUI Tile Processor = =

_ Four DDR2 " i "



Maestro Software Architecture

Base Software

Advanced Tools

Tilera Tool
Modification
Run-
MPI C++ OpenMP Parallel Parallel Time
Analysis | | Debug Monit
\ Tools || Tools vonito
v
' VSIPL pVSIPL++ OpenPNL ‘
Transformati Early
Tite Mar | | C'ock || Network on Prototyp | | Compiler
re Vg Mgr Mgr Definitions e
SWIFI Primitive
Lib

10

Future Research Areas

Future Mission Needs




Mission Data System (MDS) Control Architecture
Unified architecture for flight & ground

System operation via
overt, objective
statements of intent

Clear delineation
between control
system and system
under control

Explicit state
variables

e C Mission Planning & Execution ) \\

Knowledge

ttraaa,, ‘, Control
¥ Goals

Goals

State gte:te
Funcr;ons L LL] -alt:elsIlIllllllllllllIl
Y Y
State State
Estimation Corltrol

Models inform
all aspects of
control system

.System . .
Under Measurerfents Cémmands
Control & Commmends Hardware Adapter .
\ o Sense E
< \ - Act E

11

Separation of estimation from control J




Possible Software Research Areas

12

Artificial Intelligence / Onboard Autonomy
Delay Tolerant Networking (DTN)
Multicore Flight Processor & Software

Mission Data System (MDS) control architecture and
supports autonomy

— State Analysis

— Goal-Based Mission Operations
Decentralized Coordinated Control of Satellites and UAV's

Mars Sandbox at Cal Poly



Questions?

13

Contact Info:

Larry Bergman

Manager, Mission Computing and Autonomy Systems
Research Program Office (436)

4800 Oak Grove Drive — MS 321-B60

Jet Propulsion Laboratory
Pasadena, CA 91109

Email: Larry.A.Bergman@jpl.nasa.gov
Tel: (818) 393-5314



Flight Software Architecture

Q
a
Q
Q
Q

a

Chassis View

Context Diagram

Module Hierarchy
Module Data Flow
Inter-task Communication
Task Diagram

State-machine Modeling

Q

Q

a

a

STAARS Process

State-machine Autocoder

Building rapid executable prototype models
Examples

Component Modeling
MSL Auto-code Tools
Auto-code Generation Process

30 March. 2012

Flight Software Architecture

=0
Developing Flight Software Applications



Flight Sottware Architecture

Flight Software Architecture



Flight Software: C&DH Chassis View -

GSE Host
Command and Data Handling Subsystem
Attitude Flight Computer Uplink
Control Downlink
Electronics (upL)
(ACE) S erial Board
Board Port
ubL
IMU 1553 Bus E lectronics
E lectronics Controller m
- 3
m
F 2
i
SSA cPU
E lectronics B
Flight RSDL
S oftware Electronics
Thermal
Sensor
E lectronics
VME VME VME
VME Bus
I

30 March. 2012
Flight Software Architecture



Flight Software: Context Diagram =0

PDE Electronics PDU Electronics SDST Electronics
1553 Bus

1553 Bus Controller

Serial Port |-

ACE Board

IMU Electronics Ethernet

[

Core Flight S oftware

A

S$SA Electronics - -
Ground Support <!
Equipment
Thermal Sensor
Electronics
VxWorks 05
Y
UDL Board
RSDL
30 March. 2012 UDL Electronics Electronics 4




Flight Software: Module Hierarchy JPL

S pacecraft Mode

Controller
Launch Periodic Turn Recovery Other Mission
Sequence Housekeeping Sequence Sequences Sequences e o o

Virtual Machine Language (VML) Sequence Engine

Command Manager

Attitude Control Subsystem Instrument Manager A T B e i
(ACS) (ACE Manager) P 4

Inertial Sun Sensor Propulsion Drive Power S msa ac:ep Global
Measurement Assmebly Electronics Distribution Unit Transp onder Positioning

Unit (SSA Mgr) (PDE Mgr) (PDU Mgr) (S DST Mer] System
(IMU Mgr) (GPS Mgr)

Register-level Device Drivers
Operating System Encapsulation Layer
Operating System (VxWorks)
30 March. 2012 S

Flight Software Architecture



Flight Software: Module Data Flow

FSW Events Spacecraft
UDL Board - = Mode Mission UDL Board
Controller Sequences
Immediate
Commands !
Immediate VML Cmds v Engineering | CCSDS 'g_
L } i Packets
‘ » Uplink | Commands | command Hous Ipownlink[pry c
Drv Mgr Manager FICLJTENEa Accountability Mgr o
Engine Man i o
Seq Cmds age a
/oy '
Powe SDST Cmds
Cmds ACS Cmds
Mode Cmds
FSW EHA Data Event
Reporting 1553 Bus
Controller
FSWTEHznts
PDU
ACS Cmds Mgr
GPS
ACE Board Drv Mgr Power Cmds Drv l
IMU Data
o) -
PDE 1553
i G DR
Mgr
. »lDrv SSA SSA Data
- > Mgr
Avignics Bank Angle
Sensgr Data Cmds SD5T T
Mgr
—
I SDST Cmds Drv
ACE Analog Y
- '9 Mgr ™ Data
§T9
Aerocapture
Subsystem
RS5DL Timing Registers
VxWoaorks 05
Interrupts
Mode Cmds P S —
Init
Dr ) Timin sCTi Task Initialization
-~ v Bl me Real-time InterruEu BSP Go
Mgr Drv [ —————————
BSP Services
30 March. 2012
Flight Software Architecture




Flight Software: Inter-task Communication b

Requests for service, Requests for service,
commands commands
(via method calls) (via method calls)

Message Queue
(more than 1 if

required)
Real-Time Interrupt
(RTI) N notification
Interrupt TASK Timer
S erv!ce S ervices
R outine
30 March. 2012 7

Flight Software Architecture



Flight Sof

Reset

Spacecraft
Mode
Controller
Task

Initialization
Task

Task Create
Task Init

Interrupt Service

tad Routine -

Command
Aux Clock interrupt

Cmd Msgs

)_\Upl Msgs nr /_w

HCD Interrupt

Subsystem
Task

RSDL Interrupt

30 March. 2012

VML Engine
Task

Flight Software Architecture

PDU Task

PDU Msgs

Event
Report Task

EVR Msgs

N, T EwaTask

SDST Msgs



State-machine Modeling



What s the Problem?

Defects in the software implementation from:
o Improperly specified Requirements

o Misunderstood Requirements

o Software Design

o Manual Coding

Immature Requirements

o Need to flesh-out early Requirements

o Need to build rapid proto-type models.

High cost of software development

o Increase efficiency of software developers

o Increase the maintainability of the software product
o Increase the reliability of the software product

30 March. 2012

10



Implementing Models into Flight Software
STAARS — A Solution

30 March. 2012

What is STAARS?

a

A JPL home-grown model-based engineering process for software
development.

STAARS (STate-based Architecture and Auto-coding for Real-Time Systems)
Combines 5 tools that can be customized for each project

UML Modeling

State-based
Framework

Test Harness Autocoding

11



STAARS — Process Flow

30 March. 2012

Doors
R equirements

’/.. ~ » .
’ Modeling
Systems\ Englneer P \ S oftware Engineer
— ~ A
/ I Aueeter
Controller.c
Controller.cpp/
Controller.c Controller.py Controller.pml
TargetBoard Python Application
(GUI)
Controller.o S P l r'](ed
S toseed evens_ o> Chec
[socket)
LogEvento

Flight Application

Animated Model Formally Verified

12



Implementing Models into Flight Software JPL
STAARS — A Solution cont.

UML Modeling

o Explicitly capture the intent of the
requirements

o Formally capture the behavior in a model
o Create a crisp notion of state

State-based Framework

o Supports the UML standard (" Wodetes
o Allows developers to think and work with
higher constructs — states, events and ——
transitions R (e
Auto-coding = _—
o Light-weight Java program [ (e
o Reads in the Model which is stored in a S e "% o)
non-proprietary data format (XML) s cows |
o Converts the input model into an internal o] N
data structure Y —
o Has multiple back-ends to support different .
project requirements Mosetent | |
Test harness

o Ability to run the model stand-alone — [ ModeLoy
module test environment
Model checking

o Automatic generation of Verification
models

o Exhaustively explore the state-space of the
model

o Checks for various correctness properties
30 March. 2099thin the model 13



Rapid Executable Proto-type models JPUL

Doors Requirements =i Dynamic Behavior Model —p Auto-coded Flight S oftware

QSTATE Safing::Idle(QEvent const *e) {
The instrument shall provide an instrument string stateName = objName + " Idle";
safing request response. Erabicd switch (e->sig) {
) case Q_ENTRY_SIG:
The instrumentsafing request response shall ® ] T LogEvent::log(stateName + " ENTRY");
first request that the spacecraftinstruct the ,[ - ]‘ ' l‘ei'-"a_oéx” SIG
" Digabled | case _ -

ir:ss:t;l:::tm run its instrumentsafing ' N lj‘“" x;::;m LJ LogEvent::log(stateName + " EXIT");

. SeEnngEr ) return 0;
If, after TBD period following an ins.trumx.ent o Sl — GEZZE‘ va“chn'::lhgis ?:E?.Fh:;ma +" ActivateSafingEv");
request for safing the spacecraft fails to instruct WIRFOrSE QF :publish( Q_NEW(QEvent, RequestSafingEv)
the instrument to run its safing response, the J :
instrument shall autonomously run the Q_TRAN(&Safing::WaitForSC);
instrument safing response. return 0;

case RunSafingCmdEv:
Each instrument fault monitor shall provide a ) LogEvent::log(stateName + " RunSafingCmdEv");
means to disable or enable each individual Q_TRAN(&Safing::Active);
type of notification to the fault handler of ) return 0;
persistent fault symptoms. return (QSTATE)&Safing::Enabled;
}

The enabling of any instrument fault response
shall cancel any outstanding requests for that Test Harness
response was disabled).

14

30 March. 2012




Component Modeling



Component Model

Deployment Model

07 +

Throughput (mpps)

:

Single
Modeling
Artifact

cores

partitions

= Throughput -I-Latency‘ T7
16
+5_
1§
158
1.3
+1
-0
1 2 3 4 5 6 7 8
Number of Cores
Analysis
Deployment

Component Interface Layer

18



* Osate|Translator

A 4

Reference App - C

Deployment
Analysis / pLoy \

o

+TILERA
‘rr'_'nr’ o e

' " Ay dg dy
IW Multi-core

+ Schedulable \/
* Throughput

+ Latency ?
v

* Memory
* Resources

30 March. 2012




ibd [Subsystem] SoltwareContexi [ IBD1 ]J
: SensorDavics : Partition1 + ActuatorDevice
{1 T
Out : SenscrPackets | In : ActuatorCmdPackels
| mallocaten
L A |
[SensorPackets | ActugtorCmdPackets
SensorPkisin : SensorPackets | CmdPktsOut : ActuatorCmdPackets
iny!
(£ 2]
: RtleComponent
: MeasCollection : ActuaterCmdCreation i
&aﬂwﬂﬁlﬁﬁl@ : SensorData : AclustorCmds - T T
I ki,
SensorDataCut : SensorData Cmdsin : ActustorGimds
A
SensorData ActuatorCmds
SensorDatakn ; SensorData CrdsChut : ActuatorCmds
L i
: RtAppComponent
S P T e m——
: AppRtProcessi
In” SensorData " AR o8
: Partition2 alocston : Partition3
Fo-- - === : AppGroundProcessing
. Out : TelemetryData
In - GroundCrds:
= T
|
|
] [ |
GrdCmadsin : GroundCmds [TelemCut : TelamatryData ——
|
A A l
GrowndCmds TelemetryData |
|
GndCmdsCut : GroundCmds Talemin : Telametry Data |
1
: UplinkComponent : DewnlinkComponant
In : TalematryData
T TelemetryConstruction
enllonales TalomOut : TelametryPackets
______ |
| TalomatryPackets
|
R
: Partitiond
: TalsmStream
[T]
Lt f
[] fawTaamStraamOut | TalamStraam
rawCmdSireamin : CmdStream
[ | TolamStream
< ]
30 March 201 2 Cmdst T TelemSiraamin : TelemStream




MSL Auto-code Tools S0
Embbed System

* VxWorks/C Impl
e Multi-threaded

e Module to module
message based

Provide formal interface specifications (XML)
Python tools generate tested and well understood patterns
Rapidly implement new framework code via automation

30 March. 2012 21



Auto-Code Generation Process ==&

|
|
Qand codd)\ ¥ 3 M
ane Lace Command &
@ Internal ‘ Telemetry b

Dictionari
L —y

. ﬁ i

Auto-Gen
Code
Python
Tools

Define
Interfaces

Requests

Command 3\
Telemetry XML

Anomaly Reports
<: Formulate
New

& New Capability
equirements

30 March. 2012 29



JPL

Avionics Technology: Present and Future

Yutao He
Advanced Computer Systems and Technologies Group
Flight Electronics and Software Section
Jet Propulsion Laboratory

March 30, 2012



Nasa BT Outline JPL

* Overview of Avionics
* Present Avionics Technology
« Future Avionics Technology

Avionics - 2 Y. He — 3/30/12



N oo, What is Avionics? JPL

Avionics

1.
2.

The science and technology of electronics and the development of electronic
devices as applied to aeronautics and astronauftics.

The electronics systems, equipment, and other devices so developed.

* Avionics include the following components:

Avionics - 3

Command and Data Handling (C&DH) equipment

«  Computers, memory devices, peripheral interfaces and system buses
. CDH software, fault protection software

Power System Equipment

«  Power switches, DC to DC converters, valve drive and pyro drive electronics, power
bus regulation electronics, power sources, energy storage

Attitude Control Sensors

«  Star trackers, gyroscopes, sun sensors, accelerometers
«  Software for attitude control, guidance and navigation
Telemetry electronics

«  Temperature monitors, voltage monitors

Motor drive and control electronics

Software for low level hardware interfaces, device drivers

Y. He — 3/30/12



Jet Propulsion Laboratory

s=mefAvionics Functional Block DiagramJI9L

AVIONICS Motor/Actuator | Motors and Actuators:
Telecomm Articulated \ | Control | PMA, SPA, ARA, LPA,
Avionics and M‘?""W HGA, Steering, Drive,
Uplink Init. Davice Stepper, etc
—1_,| X-bandor Commands | [ processing Control ; ete..
[ UHF Uplink > and
Distribution
Pyro Initiations | Pyros: Parachute
Critical - ploy, ca;bla cutters,
. Seq Event etc..
ﬂ MSAP Execution Control
Red Sequence and Control
mgmt | Supported Storage Commands
Function = .
S/C Time Status/Data Science Instruments
Mission Clock Time Maint
Alarm Clock & Dist. —
Engineering Sensors:
Bulk Data Sensor Data IMUs, RADAR,
Storage - Suncam, Navcam,
Hazcam, Sunsensor,
256 Mbyte . :
= GSE - > Starscanner
Attitude
L Data Storage
Flight computer Data Strage oo
Comm Thruster and Thrusters (8)
Behavi - 5
* On-board storage shavir Catbed Hosier™|  Cattod Homtory (8
Control
* Interface Controllers o o
Surface Colléction Engineering Data
* Power supply Opercin raa ) [ (Temps , Voltages,
Behaviors Collection Discretes, Status)
* Flight Software (FSW) wakaup &
Tel EhutcoRy Switched Load
elecomm Control
. sic | Switched Loads
< T xbandorunF | Downlink Power
Downlink Ha?‘:‘;ng Autonomous Control
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Jet Propulsion Laboratory
California Institute of Technology

Present - MSL Avionics Architecture
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U=z, Avionics - System Context JIPL

RCE Integrated Chassis
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N e Commercial vs Space Technology 9L

State-of-the-art COTS: State-of-the-art Avionics:
Dell OptiPlex XE Workstation MSL C&DH
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LU =, Future Avionics Technology SJPL

The best way to invent the future is to invent it.
- Alan Kay, 2003 ACM Turing Award Winner

« Multicore-based computing
» Distributed Motor Controller (DMC)

Avionics -9 Y. He — 3/30/12



ISAAC - Motivation SJPL

» Future space-borne instruments as laid out in the Earth
Science NRC Decadal Survey roadmap feature a wide range
of requirements for digital systems

— Simple microcontroller-based as in CLARREO UV-Visible-IR
Interferometer

— Complex distributed systems with high-speed interconnect and high-
performance on-board data processor as in DESDynl SweepRadar
« Challenges to instrument digital system designers
— Each instrument has its unique requirement
— Requirements will change during the development phases

— Algorithm design demands new technology and needs to consider
the implementation technology up front

— Designers use different tools, languages, and methodologies
« Traditional approaches will incur significantly high non-

recurring cost and risk and face daunting challenges in
meeting performance and function requirements

Avionics - 10 Y. He — 3/30/12



e, |SAAC — Technical Approach JPL

e ISAAC (Instrument ShAred Artifact for Computing)
* Provide a set of six modular and reusable components
under a common framework that can be used to
configure a complete instrument control and computing
system on a per-application-basis to meet various space
instrument requirements as defined in the NRC Decadal
Survey Report.

I'SAAC (Irlstturnerlt ShAred Artifact for Computing)
- FPGA shared inst t control/computing platform

iTool
- An integrated toolchain providing an end-to-end design flow to digital system designers

iBench
- A suite of benchmark for instrument data stream and underlying hardware/software

iPackage
- Model based instrument control
- Science library
=In slrurne t command/telemetry protocol
- Real-Time operating systems
- BSP, Bootloader

iCore
- Computing and Control IP modules
- Instrument-specific DSP IP modules
- Fault tolerance IP modules
- Parameterizable

iBus
- Compile-time hardware/software interface standard
- Run-time execution environment

iBoard
- Xilinx FPGA with 2 CPUs and 8 millions programmable fabric
- EDAC-protected NVM and SCRAM
- Common instrument control/computing interfaces (LVDS/RS422/1553/SpaceWire/12C)

Avionics - 11 Y. He — 3/30/12



Requirement Development

—

)y sl SAAC — Operational Concept

JPL

Requirements

N

Algorithm Design

U

Architecture Exploration

U

Implementation

U

Integration & Testing
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l\,. Jet Propulsion Laboratory
'8 $271 § california Institute of Technology
3

A S

FY’ 08

iBoard 1
= Xilinx ML410 Board
- Virtex 4 FX60 FPGA

- Prototype for other
ISAAC Components

Avionics - 13

ISAAC - In Action

FY’ 09

iBoard 2
= First custom board
- Virtex 5 FX130T FPGA

- Path-to-flight
- Targeted to DESDynl
SweepSAR, GEO-CAPE
panFTS, SWOT
Radiometers

FY’10

iBoard 3
- Second custom board
- Virtex 5 FX130T FPGA
- Path-to-flight
- Targeted to Radar
Testbed, and Europa
Penetrating Radar

JPL

FY’ 11

iBoard 4
= Third custom board
- Virtex 5 FX130T FPGA
- Path-to-flight
- Targeted to new
DESDynl SweeSAR
Digital Beamforming
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N“AgA oo Lo NEXUS — Motivation JPL

The Problem

» High-speed instruments of a Gbps-bandwidth
* SARs and hyper-spectral Imagers;
» On-board multi-core computing paradigm;
» Guaranteed real-time determinism with a few microsecond latency/jitter for tight
control loops;

* Fractionated spacecraft and sample return missions that requires separability and
scalability

» More suitable physical layer technology such as wireless and fiber optics.
Avionics - 14 Y. He - 3/30/12



NA% s, NEXUS - Objectives SJBL

. NEXUS (NEXt bUS)

— Develop a common highly-capable, highly-scalable next generation
avionics interconnect with the following features:

O Transparently compatible with wired, fiber-optic, and RF physical layers
O Scalable fault tolerant (microsecond detection/recovery latency)

0 Scalable bandwidth from 10 Kbps to 10 Gbps

0 Guaranteed real-time determinism with microsecond latency/jitter

0 20% - 50% wire mass reduction

O Low power (< 100mW per Gbps)

O Light-weight

Avionics - 15 Y. He — 3/30/12



oy s, NEXUS — Approach & Prototype S0l

=
I
I
I
I
wll

NEXUS - next generation avionics bus
- High bandwidth: 1 to 10 Gbps

- Low Latency: 1to 10 us

= Low Jitter: < 100 ns

| |

| |
- Guaranteed determinism 1
- Scalable and inherent fault tolerance 1 | |
- Parallel traffic classes of different QoS levels I | I
NEXUS-SYS (System Layer) | | I
| 1 ! I

NEXUS-NET (Network Layer) I I |

NEXUS I | NEXUS NEXUS l
NEXUS-PA (Physical Abstraction Layer) 1 BIU | I BIU BIU |
: C-Node | | S-Node M-Node |
Wired Copper PHY Wireless PHY b o _-——— - - —-————

el O T - R

s | Logic ok Grack | S

Avionics - 16 v I Y. He — 3/30/12



Ut zmm,  MATCH — Motivation JRPL

Mars Fetch Rover
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YU zzzme, MATCH — Technical Approach QL

_______ -

- Minimize the mass by | e
— Taking advantage of the key state-of-the- [ Cuseswoe | | oosemsace I

art SoC/FPGA technology | e | = . |

Highly integrated on-chip processing, | | e | oy 9 |

storage, programmable fabric, and
standard 1/O drivers/receivers

— Increasing per board function density

— Removing the backplane with a high-
speed backbone bus NEXUS

— Use cold-capable ASIC SiGe-REUs for
collection of engineering telemetry

— Use distributed motor controller (DMC2)

=P NEXUS BUS

——  Analog
———p Power

el
_ ns |

'-J@
?

Avionics Technology
BroadReac MRO-
MER | MSL | | Avionics | Lite
Mass (kg) 16.03 21.85 15.28 18.51
Power (w) 31.84 69 55.6 60.3
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1&% T — PEAC — Motivation SPL

Limitations of Current Avionics Technology

1.Lack of adaptive, fine-grained, and multiple avionics power operational modes
— Almost all existing avionics designs support merely on/off power modes at the box-level.
Once powered on, it is never powered off, wasting significant amount of energy even during
off-duty cycle
2.Lack of effective usage of inherent low-power features of modern space-grade
microelectronics devices
— Clock-gating and multiple-power-mode for microprocessors and variable-voltage-scaling for
other parts
3.Lack of finer-granularity match between the mission operational mode (typically
bursty) and the avionics operational mode (typically flaf)

.

/ Power profile provided by current avionics systems
/ Desired power profile

Avionics Power Consumption

Science
Data Take

Data
Downlink

Mission Time
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PEAC - Objectives SJBL

* Develop and demonstrate a power-adaptive avionics technology
PEAC (Power Efficient Adaptive Computing)

— That will enable swarm of small spacecraft and deployable mini-payloads
requiring low-power (tens of milli-watts to one-watt) typically powered only

by primary batteries
» Develop a set of building blocks and a framework that can be easily
configured and integrated to provide efficient power management and
control of an avionics system
« Reduce the risk of low-power/mass avionics system for future small
spacecraft missions

AT
1= 2 MSL RCE
|2 + BroadReach
18 Avionics
Performance
log(MIPS)

.leubeSat PEA
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Numeee, PEAC — Technical Approach 9L

« Partition an avionics system into two separate power domains (PDs)

— Always-on domain

* Is always powered and provides minimal functions such as timer and CCSDS Critical Relay
Command Handling, consumes minimal power of less than 100 pyW

— At-times-changed domain

* Is managed at runtime with multiple power profiles adapted to various mission operational
modes

 Manage PDs via a centralized PEAC-runtime executive
— Provides on-demand and fine-grained power scheduling and system control
— Is capable of trading performance and power consumption
— Stays in Always-on domain
— |s protected by fault tolerance PEAC

Time Subsystem

Clock Subsyste
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