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The Deep Space Network (DSN)
• Current DSN comprises 

- 3 sites roughly equally 
spaced in longitude

- one 70m + multiple 34m 
antennas at each site

• DSN supports all planetary 
missions + some earth orbiters
+ radio science/astronomy

• DSN scheduling problem:
• ~500 tracks (communications contacts) per week for ~37 

DSN users, with wide variation in types of scheduling 
requirements

• Goal is to have a negotiated schedule about 16 weeks 
ahead of realtime, and be conflict free about 8 weeks 
ahead
- driven by need to sequence spacecraft well in advance
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DSN Scheduling Process Phases
Process 
Phase

Time frame 
relative to 
execution

Software tools
(software/database) Characteristic activities

Long-
range

Mid-
range

Near 
Real-
time

≳ 6 months TIGRAS (RAP version) 
+ MADB database

•identify and resolve periods of 
contention

•plan for extended downtime
•assess proposed missions
•assess long range asset options

few weeks out to 
6 months S3 webapp/database

•schedule normal science operations
•schedule pre-planned s/c activities 

(maneuvers, unique science 
opportunities)

•generate negotiated schedules for s/c 
sequencing

•schedule network maintenance

closer than 
a few weeks

TIGRAS (SPS version) 
+ Service Preparation 

System (SPS) database

•predict generation for execution
•reschedule due to unplanned resource 

unavailability 
•respond to spacecraft emergencies
•activate pre-planned launch 

contingencies



Service Scheduling Software (S3)
• DSN has undertaken a major implementation of 

scheduling automation called the 
Service Scheduling Software (S3) system

• Major goals are:
- unify the scheduling software and databases into a 

single integrated suite covering realtime out 
through as much as several years into the future

- adopt a request-driven approach to scheduling (as 
contrasted with the current activity-oriented 
scheduling)

- develop a peer-to-peer collaboration environment 
for DSN users to view, edit, and negotiate schedule 
changes and conflict resolutions
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S3 Data Flows...

Scheduling Request 
Specification

DSN Domain Model
edit 
activities

invoke 
strategies

edit scheduling requests

Scheduling 
Engine S3 Users



S3 Data Model – Key Elements

Scheduling Request Specification

Service Configuration Req'ts

Timing requirements
Duration (min/max) 
splittable? overlap, contiguous, gaps
min split duration, max # split segments

DSN asset options (antennas and equipment)

Priority

Visibility from various DSN antennas

Viewperiod Requirements

Non-visibility based timing constraints

Event Intervals

To other tracks/requests 
including min/max nominal gaps

Timing Relationships

DSN Domain Model
DSN Assets

Antennas including time-phased availability
Complexes
Equipment (antenna-specific and shared)
Downtime

Mission Service Configurations
Legal configuration choices
Default track attributes

Viewperiods
Computed visibility intervals

Network Parameters
MSPA mission groups and rules
Constellations
Conflict parameters, RFI rules

edit 
activities

invoke 
strategies

edit scheduling requests

Scheduling 
Engine S3 Users



Service configurations (“aliases”) represent 
DSN resource flexibilities and constraints

 VGR1 — Service Alias "TTC v0"

Choice 1: Simple
1x 70m antenna

Choice 2: Array 
2x 34m antennas

Viewperiods: RISE/SET Viewperiods: TX LO

OR
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Defaults table:
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Examples of alternative track instantiations 
for the same total tracking duration 
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Architectural Overview of S3 and the DSE

DSE
(AMA/
Aspen)
DSE

(AMA/
Aspen)

SSS web app

session

DSE 
client

DSE 
manager

(SMA)

JMS messagebus

HTTP

DSE 
engine
(AMA/
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Reports

notifications

Import:
- events
- requests

SSS (S3) Collaboration GUI/DB DSN Scheduling Engine (DSE)

Database

SSS Wiki 
(Confluence)

User Interface
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S3 Definitions
• Master Schedule is the current baseline DSN schedule, including tracks,  

scheduling requests, and events, over a conceptually unbounded time 
frame; in practice some portions of the schedule could be very firm from 
months to over a year in advance

• Workspace is a user-defined, time-bounded schedule including tracks, 
scheduling requests, and events.   A workspace could be a subset of the 
master or initially an empty schedule, to be used for what-if analysis

• Scheduling Requests are specifications created by service users of their 
tracking requirements, including constraints and flexibilities

• Activity or Track represents the actual time allocation on the DSN 
antennas and are the result of expanding scheduling requests

• Pull is the action of bringing activities and requests into a Workspace 
from the Master Schedule

• Push is the action of putting activities and requests into the Master 
Schedule from a Workspace



DSN Scheduling Engine
• Key functionality:
• Scheduling request interpretation 

and track generation
• Conflict identification and resolution
• Requirement validation/violation 

detection and resolution
• Implementation
• Based on ASPEN

• distributed high-availability server 
infrastructure
• user interaction managed 

transparently by web application 
GUI



DSE Design Principles

• No unexpected schedule changes
- all changes to the schedule must be requested 

either explicitly or implicitly by the user
- the same sequence of operations on the same 

data must yield the same schedule

• Even for infeasible schedule requests, attempt to 
return something “reasonable” in response
- possibly by relaxing aspects of the request, along 

with a diagnosis of the sources of infeasibility
- provides a starting point for users to handle the 

problem



S3 High-Level Activity Flow 
during mid-range scheduling



S3 Collaboration Features
• Fully web-based application
• Shared workspaces 

- with groups or with individual users
- read, write, and/or publish-to-master permissions
- live updates as changes are made

• Notification framework
- toaster (pop-up), recent, and all
- workspace shares, change proposals, track/conflict changes, and 

more
• Integrated wiki (Confluence)
• Online users

- presence and status
• Custom chat interface

- one-to-one and multi-user text chat
- share files, workspaces, and wikis
- integrated chat + wiki

• Create and manage change proposals
- S3 keeps track of concurrences required, with due dates



S3 Status

• S3 was deployed operationally in June 2011 and has 
been operational since that date

• Over one year of DSN schedules have been created 
and negotiated in S3, since 2011 week 29
- includes baseline schedules for 3 launching 

missions in late 2011
- includes Mars Science Laboratory Entry/Descent/

Landing in early August 2012



S3 Lessons Learned: 
Request-Driven Scheduling

• Challenges
- hidden request complexity:
‣ even apparently simple requests can have complex options
‣ detail can become daunting to enter/manage

- complexity makes it hard to check for feasibility
‣ interactions of timing constraints with scheduling windows 

can easily make a request unschedulable
- accurate representation of scheduling flexibility



• Technical challenges of web/database application 
included:
- performance
‣ database + user interface

- “undo” functionality
- traceability/change visualization

S3 Lessons Learned: 
Implementation and Usability



• Replacement of Adobe Flash by HTML5 canvas 
provided an enormous performance and usability 
improvement
- 10x schedule

faster editing/
visualization

Before:
Flash

After:
HTML5 
canvas

S3 Lessons Learned (cont.)



Extension of S3 to long-range 
planning and forecasting 
• DSN is extending S3 functionality to long-range 

process

• Leverage S3 data model and infrastructure

• Additional development is required for
- modeling uncertainty
- different optimization criteria
- simplified planning request interfaces for users
- new reporting functionality

• Optimization will explicitly use multiobjective 
algorithms to provide insight into tradeoffs among 
competing objectives



Extending the S3 baseline...

Scheduling Request Specification

Service Configuration Req'ts

Timing requirements
Duration (min/max) 
splittable? overlap, contiguous, gaps
min split duration, max # split segments

DSN asset options (antennas and equipment)

Priority

Visibility from various DSN antennas

Viewperiod Requirements

Non-visibility based timing constraints

Event Intervals

To other tracks/requests 
including min/max nominal gaps

Timing Relationships

DSN Domain Model
DSN Assets

Antennas including time-phased availability
Complexes
Equipment (antenna-specific and shared)
Downtime

Mission Service Configurations
Legal configuration choices
Default track attributes

Viewperiods
Computed visibility intervals

Network Parameters
MSPA mission groups and rules
Constellations
Conflict parameters, RFI rules

edit 
activities

invoke 
strategies

edit scheduling requests

Scheduling 
Engine S3 Users



Planning Request Specification
Planning Request Phases/Timing

Mission phases and subphases
Repetition pattern, coverage
Fallback/alternative request parameters
Override and supplemental requests per phase

Planning/Forecasting Objectives
Objectives

Max utilization, min contention levels
Max request satisfaction w/o fallback

Planning 
Engine + 

Multiobjective 
Optimizer  

DSN Planning 
Users

generated 
scheduling 

requests

edit /submit 
planning 
requests

run planning scenarios

Planning 
reports

Scheduling Request Specification

Service Configuration Req'ts

Timing requirements
Duration (min/max) 
splittable? overlap, contiguous, gaps
min split duration, max # split segments

DSN asset options (antennas and equipment)

Priority

Visibility from various DSN antennas

Viewperiod Requirements

Non-visibility based timing constraints

Event Intervals

To other tracks/requests 
including min/max nominal gaps

Timing Relationships

DSN Domain Model
DSN Assets

Antennas including time-phased availability
Complexes
Equipment (antenna-specific and shared)
Downtime

Mission Service Configurations
Legal configuration choices
Default track attributes

Viewperiods
Computed visibility intervals

Network Parameters
MSPA mission groups and rules
Constellations
Conflict parameters, RFI rules

edit 
activities

invoke 
strategies

edit scheduling requests

Scheduling 
Engine S3 Users

... to incorporate long-range planning functionality



Thank you!



Backup



Workspace Manager



Workspace Sharing



Workspace/Proposal Differences



Request
Editor



Schedule Visualization 
and Editing


