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The Challenge

• The SKA power budget used for the recent site selection activities 

was [1]

– On site:  67.4 MW

– Off-site computing center:  40 MW

– Annual cost estimate:  124 M€ in Australia or 50 M€ in South Africa [2]

• The on-site power includes about 0.1 MW for general infrastructure 

and 9 MW for mechanical things:

– 1 kW x 3000 for dish pointing motors

– 2 kW x 3000 for dish receiver cryocoolers

• The remaining on-site power, 58.3 MW (86.4%) is for signal-

processing electronics.  This value is far too high, and can be made 

at least an order of magnitude smaller by appropriate design choices 

with no sacrifice in performance.
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Sources:

[1] Georginia Harris, "Power for the SKA."  Presentation at PrepSKA WP2 meeting, October 2011

[2] James Moran et al., "Report and Recommendation of the SKA Site Advisory Committee 

(SSAC)," 16 February 2012, p 138.



Cost of Budgeted Power

Source:

James Moran et al., "Report and Recommendation of the SKA Site Advisory Committee 

(SSAC)," 16 February 2012, p 138.
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Power Estimates For SKA Phase 2
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No.

stns Each Total Each Total Notes SP items Each Total

kW kW kW kW kW kW

AA Low Stations (11,200 elements, 480 beams) 250 40 10,000 50.75 12,687.3 [1] 12,687.3 10.80 2,699.3

AA Mid Stations (71,000 el., 1000 beams) 250 123 30,750 357.86 89,465.3 [2] 89,465.3 74.94 18,735.7

Dishes with SPFs 3000 4 12,000 4.27 12,809.1 [3] 453.3 0.03 94.0

Dishes with PAFs, increment 2270 2 4,540 2.05 4,644.7 [3]

Remote stations (24 dishes each), increment 25 0 0 0.37 9.2 [3]

Central processing 10,000 8,559.6 [4][5] 956.6 103.8

Central infractructure 100

Off-site computing 40,000 20,000.0 [6]

TOTALS 107,390 148,175 103,563 21,633

TOTALS excluding AA-mid 76,640 58,710 14,097 2,897

[1] A. Faulkner, "SKA AA Implementation."  AA CoDR, April 2011, p 13.

[2] Extrapolated from [1].

[5] Central processing "SP Items" excludes Dish-PAF correlator.

[6] Off-site computing power not estimated in CoDR; arbitrary guess used here.

SPDO Budget CoDRs New Estimate

[4] Central processing "CoDRs/Total" includes only AA-low, Dish-SPF and Dish-PAF correlators as median of estimates 

presented (which varied widely).  Dish-PAF correlator extrapolated from Dish-SPF estimates.  No power estimates 

were presented for AA-mid correlator nor for pulsar/transient processing.

[3] Dish array estimates not given in CoDRs; values here are a reasonable breakdown of the SPDO budget.  "SP Items" 

excludes mechanical power at 3 kW/station, PAF increment, and remote station increment.



Comparison of SKA1 Concepts
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From Signal Processing Concept Design Review, April 2011
Rough attempt to compare power and cost of designs in concept papers.  Should not be 

taken too seriously, since designs did not all stick to the Memo 130 specs, and they varied 

considerably in their projections of future technology.

SKA Phase 1 Signal Processing Design Concepts

Name Author Notes

chips[1] power chips[1] power chips[1] power

W W W

ASIC based D'Addario 121 704 1,842 12,693 22,913 178,317 300 dishes, 150 AA stns [3]

Systolic ASICs Carlson 504 2,485 3,360 16,567 Processing boards only [4]

Uniboard based Szomoru 2,048 89,600 24,320 1,064,000 166,400 7,280,000 AA: 16 subel/el; BF includes FBs

ASKAP-like Bunton 100 2,280 640 16,000 For 2017, ~Virtex 9?

CASPER based Kapp 2,584 262,000 7,680 3,000,000 For 2014, 'Roach 4', 'Virtex 8'.

GPU based ("sw") kim 250 250,000 2,000 2,000,000 Based on computation only

GPU based ("sw") Ford 752 188,000 2,256 564,000 2011 devices

[1] For the GPU based concepts, the "chips" columns contain the count of computing nodes.

[3] ASIC-based:  90 nm technology.   Sparse AA correlator is for 150 stations.

[4] Systolic ASICs:    30 nm technology.  Dishes=7 boards of 72 ASICs, AAs=7chips/beam=3360chips; 14chips+aux/board->240boards.

not considered

not considered

Dish Array Sparse AA

Correlation Only

not considered

not considered

AA  Beamformers

not considered



Signal Processing Chain
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STATION (e/s elements)

long-haul 
signal trans.

ADC E/O O/E

analog 
electronics
(LNA, gain)

FB BF E/O O/E

other antennas of this station

BUFR
CORR-

ELATOR

ANTENNA ELEMENT (2 polarizations)

from s-1 other 
stations

intra-station 
signal trans.

b beams

k chan.

2sb signals, each of 
bandwidth B as k 
channels.

s(2s+1)bk
visibilities 
each 
integration 

Post-

correlation

processing• Power model (in current technology) includes:

– All analog electronics

– Digitizers (ADCs)

– All I/O for moving signal samples from one IC to another

– Short-haul signal transmission within a station (<300m)

– Long-haul signal transmission from station to center

– Realistic models of IC power consumption

• Filter banks and ADCs from published results

• Inter-chip communication from published results

• Correlator based on high-level design and analysis of new ASIC



How To Do Much Better (1 of 2)

• No worries: Moore's Law will save us – No!

– Some of the CoDR estimates already assumed 6-12 years of Moore's 

Law (but here we assume only 2012 technology).

– Moore's Law applies to transistors/IC, not to power.

– Transistors/IC doubling time has slowed from 1.5 years in 1990s to 2 

years in 2000s to ~3 years today.  Predicted to remain 3 years through 

2026.

– Growth in internal clock speed has slowed dramatically; 4% annually 

predicted through 2026 (doubling time of 18 years).

– Over the next 12 years, power per gate is expected to decrease by a 

factor of only 4.5, with the maximum practical power/chip remaining 

unchanged at about 100W.  So functionality/power will improve by only 

4.5x, not by 16x as might be expected from transistor count.  That is, we 
can't actually use all those transistors at full speed because the chip 
gets too hot!

– Conclusion:  Moore's Law is not enough, and it's less than some people 

think.
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Source:

International Technology Roadmap For Semiconductors, 2011 Edition.



How to Do Much Better (2 of 2)
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• Optimize the architectures of

– Each major component (filter banks, beam formers, correlators)

– End-to-end system (antenna configuration, order of signal processing 

operations)

• Use purpose-built hardware

– Energy/operation decreases dramatically as hardware is made more 

specialized:

General purpose (CPU/GPU)  → Programmable (FPGA) → Dedicated (ASIC) 

typical power reduction:      30x                                     10x

– Three ASICs needed:  Filter Bank,  Beam Former, Correlator.

• Quantize as coarsely as possible

– 2b+2b per sample except for intermediate values inside a processing IC

– Re-quantize after channelizing in frequency and after beamforming

• Don't build the AA-mid component, or make it at least 10x smaller.



ASICs and Processing Order 
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STATION (e/s elements)

long-haul 
signal trans.

ADC E/O O/E

analog 
electronics
(LNA, gain)

FB BF E/O O/E

other antennas of this station

BUFR
CORR-

ELATOR

ANTENNA ELEMENT (2 polarizations)

from s-1 other 
stations

intra-station 
signal trans.

b beams

k chan.

2sb signals, each of 
bandwidth B as k 
channels.

s(2s+1)bk
visibilities 
each 
integration 

FILTER BANK ASIC:

Polyphase FB with length-8 prefilter.

Many FBs per chip, depending on 

required bandwidth.

Same ASIC usable for all arrays of 

SKA.

BEAMFORMER ASIC:

Contains a large array of beamformer 

elements (delay + add), confirgurable

as needed.

CORRELATOR ASIC:

Internal architecture chosen for low power 

consumption (SKA Memo 133).  There is 

wide agreement that at least this ASIC is 

needed for SKA Phase 2.

If there are fewer beams than elements per 

station, then fewer FBs are needed if they are 

placed after the BFs.  But this requires time-

domain BFs, which are more complex than 

frequency-domain BFs.



Signal Processing Power, Phase 1
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LNAs 
8.1%

ADCs 
5.9%

BFs 
0.0%

FBs 
11.1%

Buffers 
0.3%

Correlators 
21.8%

Transmission, 
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14.9%

Transmission, 
long

37.4%

I/O 
0.6%

SKA1 Mid (s=250,b=1)

LNAs 

ADCs 

BFs 

FBs 

Buffers 

Correlators 

Transmission, short

Transmission, long

I/O 

LNAs 
33,139.7

16.4% ADCs 
5.4%

BFs 
17.9%

FBs 
9.8%

Buffers 
0.2%

Correlators 
8.1%

Transmission, 
short
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Transmission, 
long
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SKA1 Low optimized (64,1653,127460)

LNAs 

ADCs 

BFs 

FBs 

Buffers 

Correlators 

Transmission, short

Transmission, long

I/O 

LNAs 
33.2%
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Buffers 
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SKA1 Low (s=50,b=480,e=560000)

LNAs 

ADCs 

BFs 

FBs 

Buffers 

Correlators 

Transmission, short

Transmission, long

I/O 

484.4 kW 202.3 kW

SKA1 Mid (s=250,b=1)

0.803 kW



Signal Processing Power, Phase 1
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Signal Processing Power, Phase 2
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Signal Processing Power, Phase 2
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Ways To Do Even Better

• Make AA-low smaller while maintaining survey speed 

(next slide)

• Lower power analog circuitry (LNAs, gain blocks)

– care needed  to maintain low noise and high dynamic 

range

• Integration of ADCs with filter bank ASIC

• Much lower power short-haul optical transmitters

• 40 Gb/s or 100 Gb/s per fiber for long-haul data 

transmission

– 10 Gb/s per lane assumed here

• Larger correlator ASIC with on-chip multi-Gb/s I/O

– 4096 CMACs with parallel I/O used here

– 5x larger chip is feasible
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AA-low:  Constant Survey Speed

• Current nominal designs for SKA-low (sparse aperture arrays) have 

these survey speeds at 130 MHz:

– SKA1:   A2Ω = 8.90E10 m2-sterrad

– SKA2:   A2Ω = 2.22E12 m2-sterrad

• If we maintain the same survey speeds but minimize the end-to-end 

signal processing power (including both stations and central 

correlator), we can substantially reduce the required power.
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Survey Speed

A2Ω SP Power El/stn Stations Beams SP Power El/stn Stations Beams

m2sterrad kW kW

SKA Phase 1 8.897E+10 484.4 11,200 50 480 202.3 1,998 64 1,653

SKA Phase 2 2.224E+12 2,215.0 11,200 250 480 1,106.1 3,710 186 2,621

AA-low Dish-SPF Total

kW kW kW

19,667 789 20,456

13,394 706 14,100

2,215 124 2,339

1,106 124 1,230

  Estimate, nominal design

  Estimate, optimized design

Phase 2 Total Processing Power:  AA Low and Dish SPF

Nominal Design Minimum Power Design

  Budget

  CoDRs



Signal Processing Power Model

• Analog circuitry assumed to use 0.13W per signal (same as AA CoDR).

• Digital circuitry scaled to 32 nm CMOS.

• ADCs: Based on published results*.

• Filter bank ASICs:   Based on published results*.

• I/O between chips:  Based on published results* for 10 Gb/s links.

• Correlator ASICs: Power derived from simulations and analysis of 

demonstration chip now being designed at JPL.  64x64 CMAC array and 

input memory.  Architecture is described in SKA Memo 133.  Includes 

power for on-chip memory board-level FPGA for high-speed serial I/O.

• Beamformer ASICs:   Derived from CMAC simulation and scaling results 

(see SKA Memo 133).

• Signal transmission:   COTS devices*

– 10 Gbps multi-mode fiber within stations

– 10 Gbps per lane single-mode fiber from stations to center

• * Further details and references are given in a backup slide.
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JPL Demonstration Correlator ASIC

STATUS:

• Functional design is complete.  Preliminary data sheet available on request.

• Foundry, process, and IP selected.

• Detailed logical design is underway.

• Final physical design, prototype fabrication, and testing require additional funding.
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Backup Slides

End of Presentation

Backup Slides Follow
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Qty No.

per stn stns Each Total Each Total Ref SP items Each

AA Low Station kW W kW W

    LNAs, etc. 22,400 250 0.13 728.0 [1] 728.0 0.13

    ADCs 22,400 250 0.10 560.0 [1] 560.0 0.04

    Intra-station transmission 22,400 250 0.32 1,764.0 [1] 1,764.0 0.11

    Filter Bank 22,400 250 1.17 6,552.0 [1] 6,552.0 0.08

    Beam former 960 250 0.31 73.4 [1] 73.4 0.08

    Station-to-center transmission 960 250 0.53 126.4 [2] 126.4 0.27

    Power supply loss and cooling (47%) incl 2,883.5 2,883.5

    TOTAL 40 10,000 12,687.3 12,687

AA Mid Station

    LNAs, etc. 140,000 250 0.13 4,550.0 [1] 4,550.0 0.13

    ADCs 140,000 250 0.10 3,500.0 [1] 3,500.0 0.04

    Intra-station transmission 140,000 250 0.32 11,025.0 [1] 11,025.0 0.11

    Filter Bank 140,000 250 1.17 40,950.0 [1] 40,950.0 0.08

    Beam former 2,000 250 0.31 153.0 [1] 153.0 0.18

    Station-to-center transmission 2,000 250 1.32 658.4 [2] 658.4 0.27

    Power supply loss and cooling (47%) 28,628.9 28,628.9

    TOTAL 123 30,750 89,465.3 89,465

Dishes

    Motors 1 3000 1,400.0 4,200.0 [3]

    Cryocoolers 1 3000 1,400.0 4,200.0 [3]

    SPF LNAs and IFs 2 3000 0.13 0.8 [3] 0.8 0.13

    SPF downconverters (incl LO) 2 3000 50.00 300.0 [3] 300.0 10.00

    SPF ADCs 2 3000 0.25 1.5 [3] 1.5 0.25

    SPF signal transmission 2 3000 1.32 7.9 [2] 6.0 0.27

    PAF LNAs and IFs 60 2270 0.13 17.7 [3]

    PAF downconverters (incl LO) 60 2270 4.00 544.8 [3]

    PAF ADCs 60 2270 0.20 27.2 [3]

    PAF beamformers 60 2270 25.00 3,405.0 [3]

    PAF signal transmission 60 2270 1.32 179.3 [2]

    Remote station beamformers 60 25 500.0 750.0 [3]

    Remote station signal transmission 2 24 1.3 0.1 [2]

    Power supply loss and cooling (47%) 6,416.2 145.1

    TOTAL 16,540 20,050.5 453.3

Central processing

    Dish SPF correlator (N=3000,b=1,1 GHz) 250.1 [4] 250.1

    Dish PAF correlator (2270,30, 1 GHz) 7,503.0 [5]

    AA-low correlator (250, 480, 400 MHz) 706.5 [4] 706.5

    AA-mid correlator (250,1000, 1 GHz) [6]

    Pulsar/transient processor [6]

    Power supply loss and cooling included above

    TOTAL 10,000 8,459.6 956.6

Off-site computing 1 40,000 40,000 20,000.0 [6]

GRAND TOTAL 107,290 130,612 103,109

[1] A. Faulkner, "SKA AA Implementation."  AA CoDR, April 2011, p 13.

[2] C. Shenton, "Signal Transport And Networks."  Presentation at STaN CoDR, June 2011, pp 8,23.

       Assumed 400 MSa/s and 8b for AA-low, 1000 MSa/s and 8b for AA-mid and dishes.

[3] My estimated breakddown of budget

[4] Median of values presented at Signal Processing CoDR; see separate table.

[5] Nothing presented at CoDR; value extrapolated.

[6] Nothing presented at CoDR.

SPDO Budget CoDRs New Estimate
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Component Source Technology Raw Burdened SKA1 qty SKA1 tot SKA2 qty SKA2 tot Notes

Central signal processing W W W W

SKA1-low correlator (50,480) Ford, Memo 139 GPU, 2013 960,000 1,411,765 1 1,411,765 0 1920+1920 Maxwell cards @250W

Ford, SP CoDR GPU, 2017 280,000 411,765 1 411,765 0 560+560 Tesla GPU cards @ 250W

Szomoru, SP CoDR FPGA, 2011 3,300,000 4,852,941 1 4,852,941 0 9414 Uniboards, only 160 beams

Kapp, SP CoDR FPGA, 2015 2,976,000 4,376,471 1 4,376,471 0 ROACH4, 16/beam

Bunton, SP CoDR FPGA, 2011 64,000 94,118 1 94,118 0 320 2-FPGA boxes @ (guess) 200W

Carlson, SP CoDR ASIC, 2011, ?nm 10,800 15,882 1 15,882 0 3360 ASICs @ 3W.

D'Addario, SP CoDR ASIC, 2007, 90nm 8,863 13,034 1 13,034 0 1842 ASICs, 75 stations

D'Addario, latest ASIC, 2012, 32nm 5,430 7,985 1 7,985 0 7200 demo ASICs, 50 stations

SKA1-mid correlator (250,1) Szomoru, SP CoDR FPGA, 2011 134,608 197,953 291,107 428,099 0 384 Uniboards

Kapp, SP CoDR FPGA, 2015 428,000 629,412 925,606 1,361,185 0 ROACH4 x 2298

Bunton, SP CoDR FPGA, 2011 6,400 9,412 1 9,412 0 16  4-FPGA boards

Carlson, SP CoDR ASIC, 2011, ?nm 1,512 2,224 1 2,224 0 504 ASICs, 7 boards

D'Addario, SP CoDR ASIC, 2007, 90nm 704 1,035 1 1,035 0 121 ASICs, N=300

D'Addario, latest ASIC, 2012, 32nm 271 399 1 399 0 256 demo ASICs, N=250

SKA2-low correlator (250,480) Carlson, SP CoDR ASIC, 2011, ?nm 732,800 916,000 1 916,000 N=256,b=1000,300MHz

D'Addario, SP CoDR ASIC, 2007, 90nm 337,920 496,941 1 496,941 N=300, extrap from SKA1-mid.

D'Addario, latest ASIC, 2012, 32nm 50,264 73,917 1 73,917 N=50, X only, 55680 demo ASICs

SKA2-mid correlator (3000,1) Carlson, SP CoDR ASIC, 2011, ?nm 370,000 462,500 1 462,500 N=3072.  PS eff incl. in raw.

D'Addario, SP CoDR ASIC, 2007, 90nm 25,771 37,899 1 37,899 N=2025, X only

D'Addario, latest ASIC, 2012, 32nm 20,322 29,885 1 29,885 N=3000, X only, 10752 demo ASICs

Central beamforming

Non-imaging processing

Antenna/station processing

PAF beamforming Bunton, SP CoDR FPGA-V6 600 882 0 0 2200 1,941,176

AA stations (11200, 480) Faulkner, AA CoDR FPGA-? 42,493 62,490 50 3,124,485 250 15,622,426

D'Addario, SP CoDR ASIC, 2011, 90nm 1,189 1,748 150 262,231 250 437,051 N=150, b=160

D'Addario, latest ASIC, 2012, 32nm 8,342 12,268 50 613,397 250 3,066,985 N=50, b=480, ex. corr & long trans.

Requirements not yet well developed

Requirements not yet well developed



Power Model Parameters
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Sym. Description Units Value Ref

ce1  power per LNA (indep of bandwidth) W 0.13 [1]

ce2  energy per sample digitized (ADC) J 9.450E-11 [2][3]

cf  energy per Filter Bank operation (FFT radix 2 butterfly) J 2.226E-11 [4][5]

cbf  energy per frequency-domain beamformer operation, W/Hz J 4.267E-12 [5]

cbt  energy per time-domain beamformer operation, W/Hz J 2.844E-11 [5]

ct1  energy per transmission (one sample, short haul: element to station) J 2.391E-10 [6]

ct2 energy per transmission (one sample, long haul:  station to center) j 6.015E-10 [8]

ci  energy per I/O (one sample, chip to chip) J 1.510E-12 [9]

cc  energy per CMAC J 2.700E-12 [10]

cm  energy per Read+Write to RAM (one sample) J 4.800E-11 [11]

All values scaled to 32nm CMOS when possible.

[1] A. Faulkner, "SKA AA Implementation."  AA CoDR, April 2011, p 13. 

[2] M. Choi et al., "A 6-bit 5-GSample/s Nyquist A/D converter in 65nm CMOS," 2008 IEEE Symp. on VLSI Circuits.

[3] Derived from [2] as described in [5], but scaled to 32nm and doubled for complex/Nyquist.

[4]

[5] L. D'Addario, "Low-Power Correlator Architecture For the Mid-Frequency SKA," SKA Memo 133, 2011 March 21.

[6] Avago AFBR-703SDZ SFP+ tranceiver, 10GbE 850nm 300m 594 mw -> 59.4 pJ/b SERDES added.

B. Richards et al., , "A 1.5GS/s 4096-Point Digital Spectrum Analyzer for Space-Borne 

Applications."  IEEE Custom Integrated Circuits Conference, September, 2009. 
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