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ABSTRACT

This is the final report for fiscal year (FY) 20NEPP System-on-a-Chip (SOC) Devices task. This task
seeks to provide improved methods for SOC testritpé NASA community, with the goal of providing
data that is of interest to NASA and that meetsstfamdards of the wider radiation-effects community
This report describes continued efforts to esthldisalification and radiation testing methods appede

to SOC devices.

This NEPP task seeks to understand the impact déitran effects on devices of interest to NASA
programs. Because SOC devices are combinationsvefa types of computer circuit elements, many
types of test approaches are applicable for thewselements of the devices. The current worlars of

a multi-year effort to establish test methods bamedxamination of existing methods, development of
new methods, and in-the-field verification of methdy radiation-testing SOCs of interest.

The present report for FY11l discusses the effoaisierd out under this NEPP task. This year, an
examination of SOCs with NASA applicability was doicted, augmented by consideration of device
types with minimal previous coverage as well aséhthat can expand the scope of the previous ffort
These were combined to provide the widest coveoagevice types of interest to NASA, but were not s
broad of scope as to limit the effectiveness of tasg development or radiation-test validation esft t
methods.

This task is expected to continue, gathering infdrom about test methods appropriate for NASA
missions and developing test data appropriateduoicds of interest. The longer term goal of th& tago
develop a guideline describing a qualification a&ggh and radiation testing methods. The methods
discussed in this report, relating to multicore, B and multiple functional blocks on an SOC are
expected to be developed further in the FY2012¥elup effort under this task.



NOTATION
This document uses several specific notationslpriefscribed here.

« OxDDDD_DDDD (or 0xDD) is used to express numberkemadecimal format. The digits 0—9
and a—f refer to values from 0 to 15. ' ’ is usecid the eye.

« 0ObDDDD_DDDD (or ObDD) is used to express numbersimary format. *_’ is used to aid the
eye.

* %I, %0, %g, %i are prefixes for registers in thaSp" architecture.

* Endianness is always little endian, indicating thigtt O is the least significant digit and is hét
trailing (right) end of the number; i.e.xD234 has 4 as digit 0 and 1 as digit 3.



1.0 BACKGROUND AND TASK REVIEW

This NEPP System-on-a-Chip (SOC) Devices taskestart fiscal year 2010 with the primary goals of
(1) establishing appropriate test methods for S@@ces and related microprocessors for NASA, (2)
investigating the appropriateness and methods figaging device manufacturers in testing of their
SOCs, (3) engaging the NASA community to determimemost desired test data to be collected from
SOC and microprocessor devices, and (4) surveywagadble SOC devices (primarily microprocessor-
based SOCs) to validate test methods and identdgemal strengths or weaknesses in various
architectures.

1.1 General Statement

Here we briefly state the rationale for goals statbove. The general approach was to provide ths¢ mo
appropriate coverage of the SOC topic. Since theresignificant overlap among technology-
implementing and radiation-test organizations, gimgathe community where possible was desired.
However, the subject is vast, so it was also ingdrto engage the community in order to streamline
identification of test candidates and methods.

SOCs are the future of computer electronics andileely to be injected into space missions SOoresen
devices present complex functional designs and Some include radiation-hardened-by-design
(RHBD) methods. Appropriate methods for evaluatingm for radiation effects are not obvious, and
similarly it is not obvious how to assist missioims device selection from a radiation-qualification
approach.

SOC evaluation is especially problematic becauseetis limited knowledge for how to evaluate an
SOC'’s functional blocks and, therefore, even mdfficdlt to determine the effects of the interactiof
these complex functional blocks in concert. In fabere is almost no evidence of current radiation-
effects-test knowledge applicable to modern miavopssors, bridge chips, and interface buses [1-6].
Since these are not only present in modern SOGslém may occur in multiple instantiations, efftot
understand test methods for these individual bleskseeded as well as a reasonable understanding of
system-level effects which are not commonly adar@dsy radiation specialists. Furthermore, SOCs are
sufficiently complex that full characterization wduequire an unreasonable amount of time [7].eladf

this task is working toward a model-based apprdackstablishing application impact employing liedt
radiation testing.

In FY10, this task examined the Aeroflex UT699 LEGNT and Maestro SOC devices. In the case of the
UT699 initial methods to test an RHBD SOC were tmwed. The findings indicated that an RHBD
device may have error modes that are different ftbose found when testing commercial devices,
because the weak elements that usually limit tgsifra commercial device are likely to be less giees

in an RHBD device. This necessitates the developmienew test methods (outside of those common to
commercial SOCs) in order to accurately identify ksading-order radiation sensitivities of SOC desj
which often are due to single event transient (S&nkitivity [8]. In the case of Maestro, the effovere
targeted at how to migrate a manufacturer-type kiesto a radiation test. Examination of the tegt k
codes was carried out and the ten most appropieastecodes were listed. Both Maestro and UT699
efforts indicated that manufacturer involvementeasy helpful, especially when unexpected phenomena
(which often occur during radiation testing of cdexpdevices) can be examined by collaborative &ffor

The current year’'s work focuses on identificatidritee most appropriate SOCs for current efforts and
development of appropriate test methods for thesecds. We surveyed technologists throughout NASA
to determine a good candidate for focused developnide selected device was partially examined to
establish an approach for more rigorous subsedashimethod development. Finally, during this fisca
year we were able to establish some beneficialabohative connections that will ensure continued
success of our work.



The future of this task will be continued developinef test methods appropriate to Freescale process
This, along with possible follow-on work relatedtte UT699 will be used to develop the first vensad

a radiation test and qualification guideline foage of SOCs. Additional effort will also be direttat
collaborative efforts and ensuring appropriate S@@seing investigated for NASA programs.

1.2 Review of Last Year’s Efforts

This report continues the work of last year's S@@icks task. For context, we briefly discuss |astris
efforts. The topics discussed here are the UT689\éaestro work.

1.21 UT699 Testing

The UT699 was selected for examination under thé€ Sf@vices task because it has considerable
functionality appropriate to NASA missions and hesmit is constructed with RHBD methods, which are
also very important for specific space requirements

When RHBD methods are applied to an SOC many ofrtbst common error modes are removed and
testing will uncover previously unexpected errorde® It is common in complex devices to observe
error modes that have not been seen before; howtnesr are usually of incidental interest becattkero
error modes are much more prominent. In the castefUT699 it was expected that a new error
signature, which would have to be captured durésginng, would lead the event rate.

The actual radiation testing did uncover such aoremode. The observed error mode was called the
“register partial reset” [9]. After collecting data this error mechanism it was determined thaspaee
rate for this event is only slightly higher tharetrate for upsets in the RHBD latches that proteet
execution pipeline (where upsets result in unptadtie crashes).

1.2.2 Maestro Efforts

During FY10 the Maestro 49-core multicore processoder development by Boeing, was studied for
appropriate test approaches for evaluating itslsimyent effects (SEE) sensitivity. This work was
conducted as part of a larger collaboration witieotollaborators carrying out test software dquelent
and actual test data collection. Because of thadinterest of this NEPP task, we also examined tes
approaches under development and monitored tewmtipip efforts.

Developments during FY10 for testing included aeseof collaborative reviews of a special test doar
targeted at measuring parameters during functiop@tation of Maestro, and development of anothstr te
board targeting SEE testing of Maestro by GSFC.aBse of the very complex nature of the Maestro
device, the test board development is of interest because it is indicative of future test isdikety to
occur with complex SOCs.

1.3 Overview of This Year’s Efforts

For FY11, the NEPP SOC devices task focused onmgae a new target family of SOCs. A survey of
potential devices of interest was conducted, inogicgeneral review of the market of SOCs and a
focused review of NASA technologist input regardk&y devices of interest. The Freescale architectur
was selected for the next step, and limited testiag conducted. Some limited additional monitorahg
Maestro SEE evaluation efforts was conducted. R fiscal year, additional collaboration building
activities were conducted.

1.3.1  Why Move Off Maestro and UT699?

During our review of last year’s efforts, we detereu that the task needed to focus on a new acties
for FY11, because (1) the Maestro efforts weredgrgxplored in terms of benefit to this task; (B¢



UT699 efforts covered a large portion of the UT@&@8ctional space; and (3) additional collaboratom
device functional structures were also of interestessitating expansion to another SOC.

The NEPP SOC devices task is not focused on acplntiarchitecture. Instead, the ultimate goabis t
establish radiation testing and qualification apjites to the general category of SOC devices. &is, su
it is important to survey several different typésamchitectures and technology approaches. Although
do not intend to close the book on LEON-based msars, it was nevertheless the right time to mave o
It should be noted that further LEON-based effangsy come forward in FY12. Also, although it is
unknown how Maestro will develop, this task is ogemadditional work on Maestro or Maestro-like
devices in future work.

1.3.2 Review of SOCs of Interest to NASA

Although reported in more detail in Section 3.0rehee briefly review the SOC review effort condutte
this year. While reviewing the general needs, werdaned that Freescale PowerPC™ and LEON/Sparc
architectures are of the most immediate interasierést also exists in Maestro and similar high-
performance options.

1.3.3 Test and Development Work on the Freescale P2020

Details of P2020 testing are also available inrdport on P2020 testing produced by this NEPP itask
FY11 [10]. Further information can be found in Sact5.2. This section briefly reviews the efforts
conducted this year. This section quickly coverwiake under test (DUT) information, software
development, and proton and heavy ion testing fypts.

1.3.3.1 DUT Information

In order to test the P2020, we needed a test eelfidr this work we obtained P2020RDB development
boards from Freescale. These boards cost muctthaasmost similar test boards we have previously
obtained for Freescale device testing. The P2020RBBides multiple interfaces for high- and low-
speed communication.

1.3.3.2 Software Development

The P2020 has the e500 core, which is very sindlahe G3 processors, or the PowerPC 750, and JPL
has experience testing this processor core. Thstimxisoftware for testing the earlier Freescale
processors translated well to the P2020, with Koemgtion of hardware configuration and operatioor. F
hardware details, some minor software was develdhisdyear. The final test software was able to
evaluate upset rates in one of the two cores, tharld L2 caches and, to a limited extent, the Helgi

of the memory management unit and coherency bus.

1.3.3.3 Proton and Heavy lon Testing

Testing was conducted using the software approasbrithed in the previous section. For this reagon,
test results are limited to the microprocessorigeitsg.

DUT preparation was important, particularly for twedon testing. The P2020 has an embedded heat
spreader which was removed over the silicon to lenagavy ions to penetrate to the die. In additmn
the heat spreader, there is filler between it dedsilicon. For this year, we established that aimam

LET of about 14 MeV-criimg would be possible without removing the filleaterial. Previous Freescale
devices are known to have saturated the crosssdayi LET = 14 [11].

Proton testing was conducted using a P2020RDB withmodifications. Testing was performed at
Lawrence Berkeley National Laboratory (LBNL) usithig 88-inch cyclotron, delivering 55 MeV protons.
Care was taken to limit proton exposure to the SID@ to protect the surrounding electronics. During



testing, upsets of the L1 cache resulted in cacissasn Upsets of the L2 cache were easily measured
because it was placed in RAM mode and the EDAC disasbled. One general purpose register (GPR)
upset was observed.

Heavy ion testing was conducted with ions from LET® 14 MeV-crymg. Testing was performed on
one of the P2020RDB boards, with the P2020 devidledrto remove the heat spreader. Testing showed
that the L1 and L2 caches were very similar (thonghidentical) in sensitivity. Due to a softwanegh

no GPR results were captured.

1.3.4 P5020 Development and Test Effort

The P5020 was selected as a more modern versidred?2020 (it is a 64-bit processor). Section 5.3
briefly covers the results of P5020 efforts. Addil information may be obtained from the test repo
for P2020 and P5020 from September 2011 [12].

For this year, the primary effort on the P5020 Vuagted to device preparation and limited radiattest
efforts. Further work will be conducted in FY12.

1.3.5 Continued Monitoring of Maestro

NEPP has been interested in ongoing efforts tobkstaradiation sensitivity of Boeing’s Maestro
processor. This year there was a collaboratiorbksiteed to perform radiation testing of Maestro ethi
was supported outside of NEPP but monitored farimftion gained relevant to this NEPP task. Regsult
of the work on Maestro this year influence the ren@endations for RHBD and multicore approaches and
recommendations for future work, but are not disedsn detalil.

1.3.6 Collaboration

Further development of collaboration opportunitresre pursued this year. This was conducted in two
directions. First, we looked for manufacturer invevhent where new insight on structure and test
methods would be possible. Second we pursued iaftom internal to NASA to identify SOCs of
interest. This project also benefits from inputdzhen peer review, but for FY11 we did not direstiek
this type of collaboration.

Manufacturer involvement this year provided a umeigopportunity to understand how commercial
architectures are likely to inject into aerospagpligations. This follows primarily from Freescdlased
processor and system architectures. Some discusktbrs is presented in this report. Further, addal
manufacturer input regarding LEON devices sucthadAT699 has been invaluable for determining how
NEPP can collaborate to evaluate a device and staa® the impact of SEE on that device. Because of
the nature of such collaborations, finding unexgecerror modes may be very important for device
development but may also put the manufacturer'gnam at unfair risk. All elements of the complex
interaction between NASA and device manufactureustrbe carefully examined in order to achieve a
robust ongoing relationship with these importaniatwmrators.

Internal NASA discussions on appropriate SOCs fee in a wide array of NASA missions were
instrumental this year in determining, the relaiivportance of different types of SOCs for studg. &
result of survey efforts we were able to isolate three most important classes of SOCs at this. time
Although interesting options from Intel and smallCRor 8051-based SOCs may be of interest to some
NASA programs, these do not translate to the géneeds and thus have been tabled in favor of LEON-
based aerospace devices, commercial and speciabdate devices, and specially developed high-
performance computing devices.



2.0 SEVEN-STEP APPROACH

During FY11, it became clear that this NEPP task $@veral thrusts that need to be clearly delideate
Some of them are clearly targeted at radiationrreghods, some are targeted at collaborative msthod
and so forth. Currently, we have identified sevemary thrusts:

Collaboration with manufacturers and users
On-chip peripheral approach and prioritization
Fault tolerant device test approaches

RHBD device challenges to test development
Multicore device unique techniques

o g bk D PRE

General test methods
7. Collecting results from sample testing

Each of these is important for establishing therapate methods to be used for radiation qualifica
of SOCs, and each of these should be developed.

2.1 Collaboration with Manufacturers and Users

Collaboration with manufacturers and users is goontant thrust of this task. The target devicessare
complex that proper operation of the device cawdliffecult without support. In addition, RHBD devise
typically have key structures that the manufactuvants to demonstrate are able to handle SEE; thus,
manufacturers may be interested in collaboratiooweéler, these complex devices do not always lend
themselves to easy identification of important aases or key structures. Therefore, it is important
obtain assistance from both device manufacturetsapplication users.

During FY10 we tested the Aeroflex UT699. In bottil® and FY11 we collaborated on test methods for
the Maestro 49-core multicore microprocessor. Thk=gces highlighted the difficulty of testing RHBD
structures. The Maestro device work highlighted ttioeble associated with very complex devices. The
lessons learned are included at the end of thisosec

Collaboration with users is important for identifgi devices of interest and how to characterize ttam
FY11 we established partners for selection of dmyvi¢n the future we will also discuss findingstest
efforts in order to establish the relative valuetlod approaches developed for this NEPP task, which
include:

1. Fault tolerant structures will get overwhelmed dgrhigh-rate testing
2. Test algorithms must test many different typesrotpssor and peripheral operations

3. In cases related to errors that had not been prevabserved, it may be necessary to modify
algorithms to isolate the error signature

4. Extracting the signature of SEE sensitivity througferwhelmed fault tolerant (FT) devices
requires carefully establishing a level of sentitiachievable during testing

5. Many types of peripherals are of interest to usacduding slow-speed interfaces like UART.

2.2 On-Chip Peripheral Approach and Prioritization

Because of the plethora of on-chip resources amitek testing resources, prioritization is very ortant
for selecting appropriate peripheral testing. Idiadn, methods must be developed to enable testing
the highest priority peripherals. We have establismethods for testing several of the peripherls.
summary of the findings thus far can be found iblé2-1.



Table 2-1. Findings on methods to test key structures

Structure Hardware Approach Software Approach Priority
SpaceWire Ports Loopback connector Full duplex transfer using High
designated data buffers
UART 1O with external console Not fully developed Medium
MMU Use on-board memory External memory test High
connection
Processor to Processor Bus | n/a Establish message transfer High
during test
Ethernet Ethernet cable to external Message transfer (10) during | Medium
computer transfer — under
development
Others TBD TBD TBD

2.3 Fault Tolerant Device Test Approaches

Although FT device approaches were mentioned irii@e@.1, they also make up a key category for
special consideration. FT methods make testirficdif and analysis tricky because the test teatanof
gets locked into characterizing the sensitivityhed FT-protected elements. This type of examinataf
limited benefit. Additionally, proper configuratiasf FT is not always obvious for user applicati@msl
care should be taken to point out the approprietdiguration to users.

2.4 RHBD Device Challenges to Test Development

During FY11, testing was targeted at non-RHBD dewit order to accelerate technology discussions.
However, the impact of RHBD methods applied to S@Gs considerable interest to this task. In FY11,
we were able to present results of the UT699 tgstinich highlighted a vulnerability that may be Ban

to the types of challenges likely to appear in RH&&ices. These difficulties require effort to di®p
technigues to isolate measurements necessary fBDRIdvices [5].

We are particularly interested in RHBD devices,&use their error modes are not expected to be the
standard register or SRAM storage cell vulneraéditlt is expected that RHBD devices will be dee)
against errors in such structures either througidrang or error mitigation methods. Once these are
removed from the error candidate list, we are \Wath storage bits with very small numbers of bis,
SET sensitivity on clock edges and significant frency dependence [8].

2.5 Multicore Device Unique Techniques

Modern microprocessors have multiple cores, and liardware trend is likely to continue for two
reasons. First, the sizes of the cores are gettirgdler and on-chip resources are making commuaieat
easier to handle if distinct boundaries are madethen chip. Second, the processing capability of
individual cores is now high enough to be suffitilem most operations, so the desire to perforntiplel
complex operations simultaneously is a bigger drigetechnology development.

It is expected that the current trend of multicprecessors will continue and further integration of
interconnect peripherals on chip will become mangartant. Thus, a major thrust of this effort is to
identify methods for determining SEE sensitivity inflividual processor cores, and to distinguisls thi
sensitivity from that of the communications networtkat enable the cores to communicate with each
other. This topic is expected to be further devetbpn FY12 as more detailed information about
multicore communications test methods and sensitivicollected.



2.6 General Test Methods

General test methods are very important for SOQrsif because trying to bring together a test ay$oe

a target device and ensuring adequate testingfisrped to meet program needs can entail consitierab
resource expense. Reducing unnecessary testingmgmdving the quality of used test methods can
result in significant increased test value.

Some general test methods have been established basearlier work, such as the microprocessor test
guideline developed for NEPP [11]. However, manytleé general test methods for SOCs require

rethinking earlier approaches, because modern e\ace more similar to computers than individual

microprocessors. We have established several foedsst development, and each is addressed in the
following subsections.

2.6.1 Test Hardware Selection

Test hardware should be limited to available denratisn boards, preferably with the option to po®i
off-board power to the DUT. This ensures that ladl tesired hardware interfaces are available, fzaid t
desired application-like software can be used ertdinget board.

Because spacecraft rarely need audio/visual cagedyilor high-density in-system data storage (ash
hard drive), it is not necessary to obtain full d@esiration units, and in many cases a much simpler
limited-capability board may be sufficient. One exde of a limited capability board that seems
sufficient for this work is the P2020RDB discusdater in this report. Boards built recently as COM
Express modules may be another beneficial option.

DUT mounting and tool access (i.e., mill or acidher) to the DUT position are also very importdinit
is possible to obtain a package layout of the D@foke procuring test boards, the information may be
used in selecting the test board or choosing the fdr beam exposures.

As a final hardware selection criterion, accesthoDUT for beam exposure should also be taken into
account. Specifically, if angles must be used, @obstructed path to the DUT at the desired anglalsh

be verified. Also, if the beam cannot be safelylic@ted to only strike the DUT, selection can aiske

into account the type of structures that are nbarQUT. Also, depending on the relative radiation
hardness of the DUT, peripheral circuitry may pdaviundesired background events — especially in
proton testing [13].

2.6.2 Test Hardware Operation

During testing there will be several challengetesi hardware operation. The first is making sha¢ the
test board is powered in a controlled way. In faejpending on the technology node, it may be plessib
to completely ignore this area. If knowledge of thenufacturer and technology indicates that thermi
significant high-current or device-damage risk lo@ DUT, it may be reasonable to use an ATX supply t
power a test board (note that this should only beduif there is no other option, or if sufficient
opportunity exists to redesign the power approatisite in the event of unexpected behavior or board
damage).

Another major operation problem is very long commations cables. In the case of the Indiana
University Cyclotron Facility (IUCF) (recently remeed the Integrated Science and Accelerator
Technology (ISAT) Hall), for example, you will ne&®-foot cables between the beam room and the
counting room. At the NASA Space Radiation Effdcaboratory (NSRL), this number can go up to 200
feet. Because of this, testers should plan for comaation on interfaces that support such distances



2.6.3 Test Device Preparation

Test devices must be prepared for most beam souEses in proton facilities, heat sinks and cases
require modification to support energy determinatibor heavy ion facilities such as TAMU, devices
must be mechanically modified. For devices in cecgpackages with metal covers, the covers must be
removed. For flip-chip devices with the substratpased for contact to a heat sink, they may nedzkto
milled (depending on the required LET range), dmelytmay require verification of reliable operation
without a heat sink, or modification of the heatksapproach to support only partial coverage of the
DUT.

Another type of package that is more common in modkevices is for a flip-chip to also have a heat
spreader installed over it for contact with thethgak. In these types of packages, recent work has
proven that significant risk may exist when modifyi devices. The recommended approach is to
determine how hot the device runs during nominstirig. If the temperature stays belowGQchosen
arbitrarily), it is likely ok to remove the heatrspder and use some sort of cooling line. If theode
quickly reaches temperatures in excess oPCO@ may be likely that permanent damage will acigu
thermal regulation is lost even for a brief perie®n these devices we recommend only removing the
heat spreader over small regions of the die, ard #itaching a modified heat sink to the remaining
portion. If the temperature is between 50°C and®@p8ome in-between variation may be attempted, but
careful monitoring is recommended during operation.

2.6.4 Software for Basic DUT Sensitizing

Based on the recommendations for processor testind 3], it is recommended that basic DUT
sensitizing be performed with assembly languaged#sst code that has complete operational cootrol
the DUT (and may actually be built into boot cobet in all cases must not allow calls to library
functions outside of the code written for the test; it cannot use printf).

Basic structures on the DUT are best tested byctthreoperating them as desired for determining
sensitivity. In the case of registers or cachesrafon can easily be targeted at static datagtora data
transfer operations. This can be contrasted witiming an operating system with a special test pnogr
developed in C (perhaps with inline assembly), Wwhielies on a programming environment and
threading support built into the operating systemehsure the test program does not have complete
control over the processor. In addition test paogs developed in higher level languages (heredDadh

a language) use library calls and operating sydt€moperations which can expose test software to
significantly more SEE sensitivity than desiredidgrtesting.

The main structure of the SOCs of interest hethas of one or more processors with support busds a
peripherals. Thus, the main thrust of testing @aget the processor(s) and the approach mentiogred h
can easily be extended to key bus or peripheraires.

2.6.5 Software for Application-Like DUT Sensitizing

The method suggested in Section 2.6.4 has som@atlisisks when it comes to predicting complex
system behavior. Because the basic sensitivitieskaown, some approach must be taken to establish
system-level sensitivity. The standard approacto isake the basic sensitivity for each primary istat
element in the system (for example, there may be tgpe of structure for registers and another for
memory bits) and multiply it by the number of elentein the part.

There are two problems with this approach. Thé,finhich results in conservative estimates, is that
processor is rarely sensitive to all of the bitdhea design. Instead, application usage greatbctdfthe
importance of most of the bits. The second, whiely mesult in underestimated rates, is that nadfathe
underlying structures relevant for normal operatitay be tested. A very good example of this isféebu
that is not clearly documented but may hold syncization data for the MMU in the case of multiple
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processor cores working in similar memory rangdss DBuffer may not be documented in a way where
its relevance to the system can be correctly ireddud estimates of system sensitivity.

Thus we suggest at least a basic effort to testsS®@th operating systems similar to potential ftigh
applications. Because such systems are likely wailadle, a reasonable alternative is to run a Xinu
operating system with a test program written inr@ gimilar language. A multicore test program wioul
be recommended for a multicore SOC.

2.6.6 Test Matrix

Care must be taken to choose the test matrix apptepo the SOC of interest. In the case of consrakr
devices, cell-level sensitivity of very sensitideraents often will dominate any event rate calcore,
and these are likely to reach saturation at venyll&T (or at least have such a high event ratetduew
LET ions that higher LETs can be ignored).

A good example of this is the Freescale procesdiecsissed in [1]. The SEE behavior of these devges
limited by upsets to their registers and caches @me other structures built out of the same SRAM
cells that make up the registers and caches suttte dsanch history table). These SRAM structueegeh
been observed to reach saturation at an LET oftaBddeV-cnf/mg. Because of this low saturation
LET, these devices do not generally need packag#fications (unless there is a heat spreader or hea
sink in the way) in order to be exposed to LETsral@ MeV-cni/mg using 40 MeV/amu Argon at
TAMU.

The primary areas of interest in the test matréx ar
LET

Multiple DUTs

Operating voltage

Tilt angles

Rotation angles

Operating frequency (especially RHBD devices)

No g b~ w D PRE

Test data patterns (and location tracking — i.@sdmddress 5 only show “1” to “0” errors while
address 15 only shows “0” to “1” errors?)

Software packages
Beam flux (especially important in devices withogrcorrection capability)

10. Beam fluence per run (especially important becdbsee may be unknown error-correction or
redundancy structures impacting results).

2.7 Collecting Results from Sample Testing

The last major point of the SOC radiation evaluatipproach is the collection of results from sample
testing. This is a very important part of the aggio because it is instrumental in verifying thad th
recommended testing yields operational results istamt with expectations. It is likely that when
establishing SOC test approaches, many ideas @tillvork when applied to real devices.

This task has targeted collection of test datahmnAeroflex UT699 and Freescale P2020 and P5020
devices. These devices represent the RHBD Appdica8pecific Integrated Circuit (ASIC) family

(UT699) and commercial multicore processors (Fralesdevices). Results on the former have shown that
RHBD device testing suffers from difficult tradefofbetween time-per-beam-run and fault tolerance

11



limitations. Results from the latter have shownttimaodern commercial devices are difficult to
mechanically prepare for testing and are likelpéocome even more difficult.
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3.0 KEY TYPES OF SOCS

One major effort this year was a review of prospecBOCs that might be of interest to NASA programs
in the near term. In this section we discuss thieeve effort and findings.

3.1 Background of SOC options

This task seeks to find a good study area thaiegpd many existing or potential NASA programs lehi
also staying cutting edge and collecting a stablB@Cs of interest to provide depth and breadtthéo
work. When choosing candidate devices we hope tivead all of the following elements, although
several different SOCs may be required in orderctueve all of these parameters.

1. Devices used to run computer systems (i.e., cantaprocessors similar to flight options)
Devices of modern processing, such as 45 nm, 32nsmaller feature size

Devices built with significant RHBD and/or fauliéoance features

Devices specifically designed for the aerospaceetar

Devices that can enable very low power systems

Devices that integrate many types of peripherals

Devices with multiple or many processor cores

© N o g s DN

Devices with cutting edge on-chip organization @ammunications systems.

3.1.1  Key Input on SOC Survey

For this survey we relied on publically availableformation, existing study areas, and direct
communication with collaborators. Specifically, lablorators who provided direct input include Raphae
Some (JPL), Paul Marshall (GSFC), Wesley PowellRG} Yutao He (JPL), and Greg Cardell (JPL).

3.1.2 Key Types of Devices

SOCs can be generally divided into two types. Titst fs the genuine system-on-a-chip that seeks to
provide all resources necessary for operation @ dle. The second (and more common in the
commercial marketplace) is the SOC that is thelredunerging some of a computer’s resources into a
single die. The latter is perhaps a more pragmetision of the former, as applied to personal cdempu
systems [14].

We found that both types of SOCs have potentialit® in NASA missions because the purer SOC (that
has most or all functions on a single die) is wselted for very low power missions. However, mast o
the structures on these devices are actually rathmsle from a technology standpoint, and there by

a few very specialized (and potentially complexyigdeerals that can make studying these devices
problematic for the goals of this work.

The more common modern definition is that whicimisst likely to suit the needs of this task, because
the goal is to establish general methods to hasuadification of SOCs. In this regard older tecloyl
with chip-specific peripherals cannot lead to adygeneral guideline. For this reason, the findiogthe
survey of potential candidates highlighted comnar&OCs (as opposed to RHBD SOCs which have
been the principal subjects earlier in the workto$ task). It should be noted, however, that tlogem
traditional SOC should be handled in a general inathe guideline and at least one such device shoul
be examined under this effort in the future, if pbke.
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3.2 Devices Examined for Potential Study

Based on a survey of available SOCs, and utiligheginclusive definition of SOC, we constructedsa |

of potential devices for study in FY11. This lisasvbased on examination of commercially available
complex integrated circuits (ICs), devices avadalftom aerospace sources, key devices under
development for space programs, and devices wghhhiintegrated single-chip capability. The list of
devices we used to drive discussion and assigl@ctson of an appropriate device for additionalkvon

this NEPP task is presented below.

3.21 List of Potential SOCs for Study

1. Freescale MPC8641D

2. Freescale P4080

3. Freescale P2020

4. Freescale P5020

5. Atmel AT7913

6. SiLabs C8051F310

7. Freescale PowerQUICC Il (82xx)
8. National Semiconductor LM98640QML
9. Intel 80579

10. Texas Instruments AM389x

11. Marvell-based SOCs

12. STMicroelectronics STM32F103x
13. Analog Devices ADSP-BF542

14. STI Cell Processor

15. Aeroflex UT699

16. Opera Maestro (Boeing)

3.3 Key Devices for this Task

We narrowed the list provided in Section 3.2.1rafbeused consideration of technologies appropf@te
current and future NASA missions. A subset of devibas been identified for the current work on this
task. This subset consists of devices of curredtangoing study and consists of the following: Boede
P2020, Freescale P5020, Aeroflex UT699, and the@m®gram’s Maestro. In addition we expect future
expansion of the list to include the Atmel AT7918 &5iLabs C8051F310x (see more details in Section
6.0).

3.3.1 Freescale P2020

The Freescale P2020 has become an important vébialeork on the NEPP SOC devices task, because
the P2020 is readily available in a low-cost paekdgpr this year’s work, P2020 efforts were conedct
using the Freescale P2020RDB development board. @dard is a low-cost vehicle for testing of the
P2020 with protons or heavy ions. Heavy ion LETliisited to about 15 MeV-cfimg due to the
structure of the part and difficulties with deliddi However, this system provides access to the
peripherals and hardware interfaces of the greatesest to this task, while keeping individuattpaosts

to a reasonable level.
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3.3.1.1 P2020 Architecture

The block diagram of the P2020 is presented inreigu3-1 below. As shown in the block diagram, the
P2020 has two €500 (32-bit) Freescale processasdard together with a system bus and mated to a
memory controller and a host of high- and low-speedhmunication interfaces. This architecture
provides a relatively easy system for porting éxgtFreescale processor test algorithms over to a
multiprocessor system with built-in peripherals.

QorlQ P2020/10 Communication Processors

Power Architecture®
500-v2 Core
32 KB 32 KB 512 KB
D-Cache I-Cache Frontside
| 2xusB20 | P2010-Single Gore Only
| i | Coherent System Bus
| TDM |
[ spmmc | .
| DUART | g =
[ 2x G | a3 SRIO _/ DMA
| seierio | : 16€e|[168||168| = X 3

PCle PCla
PCle

4-Lane 2.5/3 GHz SerDes

|:| Core Complex (CPU and L2 Cache) |:| Bagic Peripherals and Interconnect
[ Accelerators and Memory Control ] Metworking Elements

Figure 3.3-1. Block diagram of the P2020 device.

3.3.1.2 The P2020RDB Development System

The P2020 was also selected because obtainindaestes was relatively easy and the test systems we
easy to work with. In Figure 3.3-2 the P2020RDBalepment system is seen from the back of the box
showing the plethora of communications connect{gmduding the SD card port which connects directly
to the P2020 SOC). See Section 5.0 for more deinithis year’s testing.
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Figure 3.3-2. The P2020RDB development system is an inexpensive but very functional platform for the P2020.

3.3.2 Freescale P5020

The Freescale P5020 is a higher functionality wersif the P2020, with 64-bit processor cores antemo
peripheral ports. The P5020 is intended to supgpdéutl computer system (while the P2020 is moreéesli

to purpose-programmed communication boxes or agtjpic systems). The block diagram of the P5020
is shown in Figure 3.3-3. Compared to the P2026rethare clearly more peripherals, and they are
designed for interfacing through the CoreNet systatimer than the P2020’s “Coherent System Bus”. The
P5020 also uses the 64-bit e5500 processor coilg thih P2020 uses the 32-bit e500 processor core.
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PAMU PAMU gt neement Unit

;

{sATA
20

i

[ Gore Complex [GPU, L2 and Frontside GoreNet Platform Cache)  [0] Basic Peripherals and interconnect
B Accelerators and Memory Contral — [7] Metworking Elemaents

Figure 3.3-3. Block diagram of the P5020 processor.

A limited amount of testing of the P5020 was perfed this year. This testing required careful
consideration of device cooling. Difficulties witlevice preparation and complexities with the strrect

of the P5020 inherently limited test capability flel¥11. Testing was performed using the P5020DS
(Development System), and removing a portion ofDkE’s heat spreader, but only over the portion of
the chip that covers the structure of interesttésting (in this case the processor cores). Th GBS
with DUT ready for irradiation is shown in Figure334. See Section 5.0 for more details on this’'gear
testing.
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Figure 3.3-4. An example of a P5020DS system with processor ready for exposure to heavy ions.

3.3.3 Aeroflex UT699

Tested in 2010 under this task, the Aeroflex UT68®% good vehicle for examining the radiation
performance of an RHBD SOC, and for examining te&tionship between NASA testing and
manufacturer involvement. The UT699 was tested eetw2008 and 2010 by Aeroflex with NASA
involvement, and by NASA with Aeroflex involvemerithe collaboration increased the chances of
success during testing and increased the abilitgxomine an unexpected error mode observed during
testing called the “register partial reset.”

Also of interest to this task were the specificunatof the testing methods for this part and tisé pé&an
structure. It was observed that standard micrge®ar test methods required modification to de#h wi
an error mode that was not expected. This errorenfoghlighted the need to directly observe the test
data and compare to on-chip error monitors, angniterstand the fault structure of the FT devicé as
impacts error handling. A further finding was thatthe case of RHBD and FT devices there is a
possibility that an error may occur that sits & #uge of detectability with a reasonable testtime —
i.e., we observed events that took ~1 hour to ofesand event-elimination based on FT (e.g., that
overwhelming EDAC may have caused the event) céylmdone by increasing the run time, which is
unreasonable. Note that although increasing fluxlmused to show flux dependence, it cannot fgliab
be used to eliminate a possible underlying evemgigeity without flux dependence. However, incrieas
the flux and not observing flux dependence woutticate a lack of flux dependence.
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3.3.4 Opera Maestro

The Opera program’s Maestro (made by Boeing) has kgamined as a case study under this effort. In
FY11 a JPL program under NASA Enabling Technologgv&opment and Demonstration (ETDD)
program performed SEE testing of Maestro, utilizidgvelopment efforts spread across several
collaborators spanning over several years, inctydins NEPP task. Maestro is a 49-core many-core
microprocessor with five on-chip networks conneagtihe cores to each other and the chip’s many
peripherals.

During FY11 test efforts indicated that the sigrafit collaborative and manufacturer involvementt{bo
from Maestro and Tilera) were invaluable to suceggesting of the device. Maestro performed very
much as expected; however, due to constraints entast system and goals of the program, many
interesting error modes were below the level ofs#mtity of the testing. Understanding the
manufacturer’s debugging tools proved invaluablexamine the methods under which test tiles stopped
functioning.

Significant understanding of how to force the tdéss to remain functional was also extremely intpot

for test system development. This tricky detail nhewe significant impact on other SOC testing, so a
few more words are in order. One school of thowghtesting is to reset the DUT into a known staig/v
often (~100 ms) and allow the processor to runafdirief period in order to observe evolution of the
system state. Unfortunately, because of the vedkvatructure of the caches, it is virtually guaesat
that some of the tile cache bits will be affecteden in a short period of time. Individual bits lwibt
yield errors during execution (however, Maestrosdbave a problem where L1 data cache bits will
incorrectly cause interrupts), but double-bit esraill yield errors, and any observed errors in tla¢a
stream must take into account the possibility thaly were caused by double-bit errors. However, the
chip itself can actually reach a much higher cestreb rate than once per 100 ms by performingvits o
periodic scrubbing. This method was used duringingsand a data downlink rate of only ~20 kbps was
sufficient for downloading tile-level test results.

Without utilizing the ability of the test device tdentify and clear out errors, the data log wokdve
included all errors and it would have been necgssarpost-process the results to isolate potential
signatures, in order to divide events into catexgarithis is a daunting job. But the counter to arguor
on-site test design is that it necessarily leadi-t®efined test plans. However, most complex dewuiests
necessarily result in multiple efforts to perforesting, and a well-defined test plan may resultnnill-
defined approach to get the most important data.
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4.0 TEST METHODS UNDER DEVELOPMENT

Determining radiation performance of an SOC isaetraightforward problem. Because SOCs include a
microprocessor it is reasonable to assume the @molis more difficult than the microprocessor
evaluation case. Microprocessor testing is outlimefll-6] and a guideline can be found in [11]. By
looking at all these efforts, it is clear that #gn@re many different ways to evaluate a micropisaresnd

the application sensitivity can range at leastcéofaof 100 from the error rate predicted by usamgther
application’s observed sensitivity during radiatitesting. As a result, we expect that the radiation
sensitivity of an SOC will have many dependencies.

Several different types of test methods can be t@edicroprocessors, and they generally can béexpp

to SOCs in a straightforward manner. Specific meshwill be described later in this section. Busffiit

is important to point out that the methods do nogddly translate to application sensitivity (urdethe
target application was the application testedpriter to apply test data it is necessary to estaltiodels

to take each test method’s test results and fipdiGgtion sensitivity. The combination of a testthoal

and the model approach used to apply its datatablesh application sensitivity can together beerefd

to as a test approach or test method. If two orenapproaches are used, then the difference in the
predicted application rate among the approachesfesred to as “model dependence”. When only one
approach is used, the commonly observed model depey due to the given model can also be used to
estimate the model dependency of using the cuamgmtoach.

Some of the information here also is presenteckntiGn 2.6 since general test methods are develaped
one of the seven major thrusts of this effort. Téetion is intended to provide a more conceptual
discussion of how to test from which some of thdiexainformation can be derived.

41 Basic Methods

Several common methods for testing can be usedy Triedude methods to test individual low-level
structures, testing of specific circuit elementsnctional testing, and application-like testing.e$a
methods largely cover all of the likely method®st group may want use. In this section we diseash
method and the pros and cons associated.

4.1.1 Low-Level Structure Testing

Fundamentally, ICs are made of very few unique level structures. If the radiation sensitivity afcé

of the unique low-level structures is known, modela be used to extrapolate the behavior of theedev
Testing only needs to determine the SEE responstheofdifferent types of structures used by the
manufacturer.

Examples of low level structures are the following:
1. SRAM cells

Latches

Combinatorial paths

Linear devices/sensors

PLLs

State machines.

L S

4.1.2 Circuit Elements/Blocks Testing

In some cases modeling the low-level structurerdmtions is not as meaningful as directly exangnin
target elements or blocks for SEE examination. tWieemain cases where this happens are: (a) satysitiv
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is dependent on ill-defined portions of a circuitcls as connection length between nodes, or (b)
normalization of the measurement is difficult.

Circuit elements are expected to be more impof@arSEE response when individual low level struesur
are hardened against SEE. For example, if the iohai cells of a L1 cache are hardened to haveh hi
threshold LET for upset, then SETs in the conir@d might be more important for SEE response.

The second case where we may want to concentratiheorblock-level, discussed above, is when
normalization is difficult. An example of this igth transfer. We may want to test an Ethernet bbife
transferring data through it at a particular thigogt and normalize errors to the number of transfer
bytes. Fundamentally, the buffer is built of cohtregisters and SRAM cells, and the error rate is
possibly be due to the number of SRAM cells used oray be due to only a subset of them; in a real
application it may be the case that the SRAM ocetiy hold data 1% of the time or the data held only
shows a small portion of the errors. In this caseay be very difficult to normalize the error ravethe
size of the Ethernet buffer. So, instead, we magtwa take a block-level approach and treat thecgev
structure as a functional unit.

The Spacewire results presented for the UT699]iaran example of a circuit element/block test.
Key elements of interest to this task (i.e., foickitest methods are being developed) are thewWollp
1. Microprocessors
2. Bus data paths
3. Bus controllers
4. Memory managers
5

Communication structures.

4.1.3 Application-Like Testing

The principal problem with the test methods disedsabove is that they may not be inclusive offadl t
structures in a device. That is, they cannot be useirectly provide an upper limit on the SEEp@sse
(rate and significance of errors). In order to padevthis limit, an application-like test can be foemed.
In this case an application that is very similathe flight application is used to sensitize theTDdlliring
irradiation. Since it is flight-like, the observedror rates will establish the nominal error resmonf
desired, lower operating voltages can be usedawige a worst-case limit to the device response.

4.2 Test Applications

In order to perform testing of the methods discdsabove, an application must be selected which
sensitizes the DUT to radiation. In this sectionbsefly discuss applications appropriate for SE&ihg
of SOC devices.

421 DUT Tests Itself

The DUT-tests-itself method utilizes software exgmion the DUT to provide sensitivity of resourtes
SEE. This type of test application is very usebul éstablishing the actual sensitivity of the S@GEE
under conditions where code is executing. The fipdgpe of code used to provide the DUT sensiivit
can be as test-specific or flight-like as desirbd.fact, test code could consist of flight software
performing calculations or communications identiceflight.

The key limitation of this approach is that thettdsvice is also the controlling device. As such,
significant risk of mixing desired observationswitpsets of the test system exists. A few optiois &
limit the risk that the device corrupts test d&ae is to write the test code at the machine lamdl shut
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down the operating system; this increases the alonmtielded by the test engineers and reduces
misleading data. Another method is to provide mdiffgrent ways to test the same target and, theeefo
provide independent means of verifying any obserages.

4.2.2 Lock-Step Testing/Test Vectors

One method of testing a complex device is to hawe duplicate devices and have a cycle-by-cycle
comparison of the operation of the devices [15]y Alaviation in the operation of the two devices idou
indicate occurrence of an SEE. Typically, this nethequires special hardware for operating thecdsvi
together and for comparing their operation.

This method clearly identifies the events that inotpa device, and the approach is well-defined. The
method can be unambiguously used to test any degie of application or targeted element in the
device. This method may be particularly benefizighe extension to SOCs (because it is very diffito
define what it means to test an SOC), while thigraach would clearly identify when operations dalor
not provide identical responses.

Unfortunately, this approach has significant proigewith modern devices. In particular, two key
problems stand at the front. The first is that nnod#evices are often designed to respond to ewiths
recovery mechanisms, and this test approach waglatriectly count a recovery attempt as an erroe Th
second is that modern devices, and especially S&@svery likely to internally operate for signdiat
amounts of time without having an observable exesignature. The latter is likely to limit the biyi of

the test approach to reliably identify when a SEEuored. Although these two problems are big enough
to discount this method altogether, there are qthanlems with this approach.

Other problems with this approach include the feitay. Testing SOCs under this method would require
development of custom test boards with two moumntedces. This is a very difficult engineering task
and probably far too expensive for a reasonabldifipaion approach. Another problem is that the 10
devices in an SOC cannot really be tested in thig. \Bimilar to the previous paragraph, many 10 cevi
are actually designed to correct transmission grréet another issue is that internal configurabbman
SOC may be changed without producing an extergabsirre, but some applications will have sensttivit
to the changed configuration.

Based on the discussion here, the lock-step apprmatesting cannot reasonably be recommended as a
test method on an SOC.

4.2.3 Debug Hardware and Software

Another method for testing an SOC is to use delmierfaces provided by the manufacturer. These
interfaces may utilize special debug ports (sucinate UT699 debug support unit) or be specialized
software and hardware designed to take advantagieAss ports.

Utilizing debug hardware and software can be inable for determining how the microprocessor or
peripherals are responding to the beam, but thepataprovide an execution environment similar to
actual flight conditions. In particular, this eqomipnt and software rely on external control of the
processor, and they do not provide either the sigme of clocking or the same type of duty cycle as
flight conditions. (It should be noted that debl@ydware and software can be used for diagnostic
purposes after an unexpected behavior is obsemedvever, if hardware or software is used in thaés/w
care must be taken to ensure the debug operatidmodchange the device SEE response.)

Because of the indicated limitations, it is recomoed that test personnel be familiar with debug
hardware and software for debugging purposes. &strpurposes, these tools should only be used for
static testing such as the determination of thesssction for cache or register bits.
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4.24 Hardware Interaction and Development

SOC testing methods discussed earlier in this @egirimarily cover the operation of the core of the
SOC, containing the microprocessor(s), main compaii@ns bus, and memory controller. However, a
major portion of SEE evaluation of an SOC restuumierstanding the sensitivity of the peripheral
devices. This should be separated from the comaegls because the peripherals can largely be tested
separately from the core elements unless the dereeats are so upset-prone that their errors will
interfere with observing the error signatures &f pleripheral elements.

All peripherals needed for most programs that waidd SOCs should be examined. Methods are needed
to establish radiation sensitivity of the followipgripheral devices.

1. UART interfaces

2. Ethernet
3. General SERDES ports.
4. PCl bus

5. Spacewire bus

Testing of these SOC components only makes sertbe joresent context by operating the interface in
controlled system. The SEE sensitivity of the systehile it is not running the given interface mbst
understood before adding the operation of the pergd. In order to test peripherals we then contiezt
desired port to an external monitoring system. Téxgernal system will be port-dependent and may
require software or hardware development to obseominal and SEE-impacted transmissions. It is
possible that loopback interfaces could be usddasof external hardware.

By keeping the peripheral testing separate fronctre we orthogonalize a lot of the problems inedlv
in testing the SOC. It is then easy to add thepperal operation to a running test setup.

Common problems with the approach for testing gnipls presented here include the following. First,
since testing the peripheral is not part of theecapproach, it is possible that no testing of genipls
would be carried out because the initial test #stablishes the operation of the SOC in a radiation
environment appears to provide results that appetircient for the interested program. The second
problem is that the method is most likely to be lengented in a simple system as opposed to a fully
functional system. In this case, it is not cledoifa full system the peripheral use would be sicgmtly
different and more or less susceptible to radiagéiects. Finally, a model approach (with assodate
model dependence) will be required to extrapolate test results to the impact in a fully functional
system.

4.3 Test Data Approach

Although not formally addressed for this task yeis important to discuss the approaches thathman
used to convert test data into flight-rate predicsi Once a test method and application are sdledé¢a

can be gathered on the target type of structute@®DUT. The gathered data refers to the SEE sé@hsit

of some portion of the device under some specfierating conditions. In order to apply these rastdt

predict space rates, models must be used to ttankobserved sensitivity into a flight applicatrate.

For example, if we observe a space rate of 1*rg@ister SEU/device day, how does this transtatte i
an actual error rate in an executing software @nogrAn example of how this sensitivity could be imuc
different than the estimated rate is if the opagBystem only allows five local registers to bedugor
only compiles to use more than those five in atikely small percentage of the time). In this casdy

five out of 32 registers are expected to causelgnab if upset, and then only when they store dasa (
opposed to providing scratch-pad space). Thus, abbut 16% of the register bit upsets in the target

23



device will lead to flight-application sensitivignd perhaps only half to a third of those bits il
sensitive at any given time, leading to an overaluction to about 5% of the maximum rate.
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5.0 TESTDATA

Once we selected the target SOCs for this yeatingesvas performed at LBNL for proton SEE and
TAMU for heavy ion SEE. These are reported in moegail in [10] and [12]. A brief review of the
testing is presented here.

5.1 General Results this Year

During testing this year we were able to estabilsh viability of both the P2020 and P5020 as test
candidates to highlight the goals of the NEPP S&¥k,tand also as viable devices for both heavyanzh
proton testing. The latter is highlighted througje &bility to identify viable test hardware andgaee
DUTs for exposure. In addition, significant debuggiresources exist to enable debugging of test
hardware.

5.2 Testing the P2020

The P2020 device was tested during FY11 for botiogor and heavy ion SEE sensitivity. Results this
year are limited to preliminary test operation freation and limited microprocessor-based findings.
Since the P2020 must also utilize the on-chip npicvoessor bus and the MMU, these preliminary result
provide general evidence of the SEE sensitivitytlafse other elements of the SOC. This section
discusses the test preparations, and proton amy f@atest efforts conducted this year.

5.21 Test Approach

The general test approach for testing of the P20&® use the microprocessor to test itself. Thigraach
works best if the test runs are very short, or itifermation is reported regularly. This approach is
outlined in Section 4.2.1.

The actual operation of the DUT was low-level stuual testing. The DUT structures targeted for this
testing were the SRAM cells used in the cachestlamdatches used in the microprocessor registdns. T
data is expected to apply to the majority of thecttires on the device, because only the phasedock
loop (PLL), clock tree, and high-speed 10 devices bkely to be constructed of other low-level
elements. It is possible that the pipeline of theroprocessor and the FPU may be significantlyedént

in radiation response. They likely need to be testeparately in the future.

5.2.2 Test Software Plan and Approach

The P2020 L2 cache is separate from the e500 comdsis a separate functional block, which is
independently configurable. One configuration madripports is to be mapped directly to the memory
manager as on-chip RAM. In this mode it can als@togrammed to not use EDAC. The only difficulty
in achieving this arrangement is that the transatookaside buffers (TLB) must be used to confgur
how the microprocessor accesses the SRAM.

5.2.2.1 Processor-Tests-Itself

As stated, we tested the P2020 using the approbehevthe processor tests itself. In this systemysee
the microprocessor to do the following operatiqd3:It configures the processor and SOC configarati
registers. (2) It sensitizes all the test targ&}y.It determines the delay and performs and maartee
during the delay. And (4) it collects data from thst targets after the delay is achieved.

5.2.2.2 Test Procedure

The procedure for testing the P2020 follows theyidien in Figure 5.2-1. The main concept behind the
test procedure is that the device must functionimatly for the full N-second delay built into the
procedure. For this reason, it is important thatdevice not have a high probability of crashingrdy

25



that wait. For most testing we usBid= ~30 seconds. However, for proton testing we eédd extend
this to ~300 seconds to reduce periodic downtimennlie needed higher fluence exposures.

Power
On

Software
Loaded

Data
Collected

Off

Figure 5.2-1. Test procedure for P2020 testing—delays of 30 to 300 seconds were used.

5.2.2.3 Future Upgrades Needed

During this testing key upgrades for future workrevedentified. More details on these elements can b
found in Section 6.0. The list of identified itemsgiven here.

1. Both e500 cores must be operating.

2. Message passing between cores is needed to tegttdrface.

3. A more complete MMU evaluation method is needed.

4. Additional work to enable testing of the PCI and&bhernet interface is needed.

5.2.3 Proton Testing

5.2.3.1 Exposure Levels

All testing was conducted utilizing a single openaal configuration: the DUT was exposed to 55 MeV
protons to an exposure level of 2.36e11 protorfs/cm

5.2.3.2 Key Observations

The primary observations during this testing wére following. The L2 cache readily received SBUs.
The L1 cache readily lost cache lines, but did staw single bit upsets. Since the L1 cache is yarit
protected, some SEU handling was expected; howthet,1 cache parity protection was disabled during
testing and upsets caused cache misses insteadegtions. The microprocessor register bits wette no
more sensitive than the L1 and L2 caches.
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In addition to the observed upsets and associatative sensitivities, we can say that many stmestulid
not contribute as significant sources of upsets memory management unit did not seem to cause
upsets, and the coherency unit did not show santi upset chance either.

5.2.3.3 Cache and Register Results

During proton testing the L1 and L2 caches werespnlesl to have SBUs. The results of this testing is
presented in Table 5-1. The number of L1 cachetspsas determined by counting the number of
invalidated cache lines.

Table 5-1. Results from Proton Testing.

Structure # of bits Exposure (#/cm?) SBUs Cross-Section (cm?)
GPRs 704 2.36e11 1 0.6e-14
L1 Cache ~278,528" 2.36e11 779 1.2e-14
L2 Cache 4,194,304 2.36e11 10,079 1.0e-14

* - The number of bits in the L1 cache is only approximate because the testing was sensitive to some of the cache tag bits.

5.24 Heavy lon Testing

The P2020 was also tested for heavy ion sensitiVite level of development in the P2020 test sysiem
the time of this heavy ion testing was not veryumat so the type of data collected is very sintitathe
limited test type available for the P2020.

5.2.4.1 Device Preparation

The P2020 copper heat spreader is aboutu®®0which is sufficient to block all particle beapovided

at TAMU. Because of this, we milled out the heatespler. The resulting P2020RDB test board was then
vulnerable to heat-related test issues. Becausteshsoftware did not require a significant portas the
DUT to be activated during testing, this limitect thower dissipation and related heating. Testiag w
performed with a dry nitrogen line providing airazilation, but the gas was not cooled.

5.2.4.2 lon Exposure Levels

The P2020RDB with milled out heat spreader was sggao ions at TAMU. The exposure levels,
separated by the error type used to sensitizeatigettstructures, is given in Table 5-2.

Table 5-2. lons and exposures for P2020 at TAMU.

lon LET (MeV-cm2/mg) Error Type Exposure (#/cm2)
Ne 1.4 0t 1.0e7
Ne 1.4 1100 6.4e6
Ne 2 0t 5.9e5
Ne 2 1100 5.8e5
Ne 4 0t 2.5e6
Ne 4 1100 1.6e6
Ar 52 0t 3.0e5
Ar 52 1100 1.5e5
Ar 9 0t 1.2e5
Ar 9 1100 1.1e5
Ar 13.3 0t 1.0e5
Ar 13.3 1100 1.2e5
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5.2.4.3 Test Results

The P2020 results for L1 and L2 caches are preddraee. The data were collected for ‘0’ to ‘1’ dhd
to ‘0’ errors. The results are plotted in Figur2-3.

Both caches show little difference between ‘0’ 1bdnd ‘1’ to ‘0’ upset directions. The L1 cacheosls
slightly higher sensitivity than the L2, but thisutd be due to an error in the normalization (iieis
possible that the number of sensitive bits wascoanted correctly).

P2020 Cache SEE Sensitivity
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Figure 5.2-2. Results of L1 and L2 cache testing for the P2020.

5.3 Testing the P5020

The P5020 processor was also tested to a limiteghethis fiscal year. Some data were collectethen
L2 cache. This information is discussed briefly mutlso available in a test report submitted td°PRE
earlier this year [12].

5.3.1 Device Preparation

The P5020 is required to remain in contact witheathsink throughout any testing. For this work we
exposed the portions of the die required for tgstind left the remainder of the heat spreader tiritac
support heat transfer.

5.3.2 Test Results
Cache results for the P5020 are presented briefly but may also be found in [12]; see Figure 5-3.
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P5020 Cache SEE Sensitivity
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Figure 5-3. P5020 L2 SEE sensitivity, showing most of the data support similar sensitivity for 0 to 1 and 1 to 0 errors.
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6.0 FUTURE WORK

FY11 is the second year of this task. The princgusll for this task is to establish a radiationibgsand
qualification guideline appropriate for SOCs ofeir@st to NASA. As such work will continue to deyelo
understanding of the issues of importance, inclydime appropriateness of test approaches and the
benefit of proposed methods to real NASA programs.

6.1 P5020 Work

The P5020 work started this fiscal year is onlyratial effort, and a more complete examination &est
regime is needed for this device. For future wokk @xpect to develop or obtain test devices, perform
software and hardware development, and perfornatiaditesting.

6.1.1 Test Devices

JPL is currently pursuing collaborative opportuestior test devices. Efforts this year indicate 8020
availability and preparation for testing may poggnsicant challenges in the near future. Work will
continue to obtain and prepare devices for radiaest work.

6.1.2 Software and Hardware Development

The P5020 is similar to the P2020. We intend toratggmost of the test software and approach apied
the P2020 for use on the P5020. In this regardfutuee work suggested for the P2020 (see below) wi
apply to the P5020. Unfortunately the translat®mat exactly the same, and efforts to directingtate
the L2 cache test methods and operation of intéimahg systems turned out to not work correctly.

Additional software and hardware development wdlriecessary to perform the same type of testing on
the P5020. Some of this development was performethé P5020 testing reported here.

6.1.3 P5020 Testing

Additional heavy ion testing of the P5020 is expdainder this task in the near future.

6.2 P2020 Work

The P2020 test methods and findings are not yatatide of use as an SOC. Because of its relatgt, c

the P2020 is the best candidate for developmefir@éscale device test methods. Because of this, the
P2020 work will be extended in future work in orderperform testing of additional on-chip functibna
blocks. This work will directly feed into review tiie test methods for SOC devices and determinafion
the applicability of those methods to real userliapfons.

6.2.1 P2020 Test Upgrades

A major thrust of work in FY12 will be developmaeritthe existing P2020 test hardware and software in
order to enable testing of more of the resourcetherP2020. As indicated in Section 5.2.2, a sayies
upgrades is needed.
6.2.1.1 Software Work
Key software upgrades planned for the P2020 inclbedollowing:

1. Enable multi-core testing

2. Sensitize the “coherent system bus”

3. Write software to support key elements of hardwargesting.
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6.2.1.2 Hardware Work

Hardware work must be continued to provide the suppecessary for testing key peripherals. Some of
the most appropriate peripherals are the following:

1. MMU
2. Ethernet.

6.2.2 P2020 Testing

Testing of the P2020 will continue in the futurestglore the upgrades discussed. This testingveiify
the applicability of the upgrades and provide ihsignto additional limitations of the testing and
qualification approach when applied to more of $#@C structure than was tested this year.

6.3 Future SOCs

Under the current work there is significant intéiestesting of SOCs and sufficient material to\pde a
sound foundation for the guideline to be producgea ilater report from this task. However, significa
additional work should be conducted and in futuoekw

6.3.1 Atmel AT7913

This device would provide excellent counterpointhe efforts to test the UT699 performed under this
task. The Atmel AT7913 is a LEON 2FT. It would pide a platform to validate findings from the
Aeroflex UT699.

6.3.2 SiLabs C80501F310x

This device is a full SOC and its use would endlhike task to take first steps to help establishtwhalo
in the case of devices that are much more likedittonal SOC than the majority of devices discdsse
under this work.

6.4 Maestro Efforts

Although NEPP is not directly involved in continueark on Maestro, work on this device clearly falls
into the scope of this task. Limited additional ietitn evaluation of Maestro is expected. Where
possible, available results will be incorporateid ithe material researched here.

6.4.1 JPL Testing

During FY11, JPL performed testing of Maestro foASA's Enabling Technology Development and
Demonstration (ETDD) program. The results are alyainder review. It is expected that much of this
information will be available for inclusion intoightask in FY12.

6.4.2 Other Testing

Some other groups may be working on radiation rigsof Maestro. Where possible, this task will
continue to monitor released radiation test resattd include any developed knowledge related tb tes
methods and results.

6.5 Collaborative Review

As mentioned in the seven-element approach, coldive efforts are very important to this effort.
Review of efforts is a key part of the collaborativeeds. In particular, since application of SO data
is necessarily model-dependent, it makes the namstesto verify that the model dependencies aréddni

31



in scope by verifying that the findings here adevent to actual users. The two main areas whelieeat
review will benefit the task greatly are the depahent of test methods, and the extension of tdst tda
actual system impact.

32



7.0
[1]

[2]

[3]

[4]

[5]
[6]

[7]
[8]
[9]

[10]
[11]

[12]
[13]

[14]
[15]

REFERENCES

Guertin, S. M., Irom, F., “Recent Results favirerPC Processor and Bridge Chip
Testing”,|EEE Radiation Effects Data Workshop. 2010.

Manet, P., Falmagne, S., Garnier, J., BergerL€gat, J.-D., “SEE evaluation of a low-
power 1um-SOI 80C51 for extremely harsh environmenBgceedings of the 2009
Conference on Radiation and Its Effects on Components and Systems (RADECYS). 2009.
Michalak, S. E., DuBois, A. J., Storlie, C. Ruinn, H. M., Rust, W. N., DuBois, D. H.,
Modl, D. G., Manuzzato, A., Blanchard, S. P., “NeatBeam Testing of High
Performance Computing Hardwar¢éEEE Radiation Effects Data Workshop. 2011.

Lintz, J. P., Hoffmann, L. F., Smith, M. J., N&leave, R. T., Cizmarik, R. R., “Single
event effects hardening and characterization ofgyaell's pass 3 RHPPC processor
integrated circuit”) EEE Radiation Effects Data Workshop. 2007.

Guertin, S. M., Hafer, C., Griffith, S., “Invegation of Low Cross Section Events in the
RHBD/FT UT699 Leon 3FT”"|EEE Radiation Effects Data Workshop. 2010.

Allen, G. R., Swift, G. M., Miller, G., “Upse€Characterization and Test Methodology of
the PowerPC405 Hard-Core Processor Embedded molield Programmable Gate
Arrays”, IEEE Radiation Effects Data Workshop. 2007.

LaBel, K. A., Ladbury, R. L., Cohn, L. M., Oldim, T. R., “Radiation Test Challenges for
Scaled Commercial MemoriedEEE Transactions on Nuclear Science. 2007.

Allen, G. R. "FPGAs—Working with a Commerciab@sortium: Tales of Xilinx Virtex-4
and SIRF Radiation TestingREPP Electronics Technology Workshop. 2010.

Hafer, C., Griffith, S., Guertin, S., Nagy, Sievert, F., Gaisler, J., Habinc, S., “LEON 3FT
Processor Radiation Effects Dat&adiation Effects Data Workshop. 2009.

Test Report on P2020 Proton Testing from M&0h1l, NEPP Report.

Irom, F. “Guideline for Ground Radiation Tesdiof Microprocessors in the Space
Radiation Environment”JPL Publication 08-13. 2008.

Test Report on P2020 and P5020 Heavy lon figdtom September 2011, NEPP Report.
Guertin, S. and F. Irom, “Processor SEE Tes$ifn”, Sngle Event Effects Symposium.
20009.

Wikipedia article orhttp://en.wikipedia.org/wiki/System_on_a_ch(03/2012).

Koga, R., Kolasinski, W. A., Marra, M. T., Haa, W. A., “Techniques of Microprocessor
Testing and SEU-Rate PredictiohEEE Trans. Nucl. Sci., 32(6), 4219-24. 1985.

33



APPENDIX A. ACRONYMS AND ABBREVIATIONS

AMFRT
ASIC
LBNL
BTK
CCR
DUT
EDAC
FPU
ETDD
FT

FY
GPR
IC

/O (10)
IUCF
ISAT
JPL
JTAG

LET
MMU
NASA
NEPP
NSRL
PLL
RHBD
SEE
SOC
TAMU
UART
TLB

Architecture for Microprocessor Functionald®ation Testing
Application Specific Integrated Circuit

Lawrence Berkeley National Laboratory

Board Test Kit

Cache Condition Register

device under test

error detection and correction

Floating Point Unit

Enabling Technology Development and DemonistinafNASA Program)
fault tolerant

fiscal year

General Purpose Register

Integerated Circuit

input/output

Indiana University Cyclotron Facility (see @akSAT)

The Integrated Science and Accelerator TeahmoHall (formerly IUCF)
Jet Propulsion Laboratory

Joint Test Action Group (also refers to handwased to operate a port defined under the
group)

linear energy transfer
memory management unit

National Aeronautics and Space Administration
NASA Electronic Parts and Packaging Program
NASA Space Radiation Laboratory
Phase-Locked Loop

radiation hardened by design

single-event effects

system on a chip
Texas A&M University Cyclotron

Universal Asynchronous Receiver/Transmitter
Translation Lookaside Buffer
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