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1 Executive Summary 
Through-silicon via (TSV) is the latest in a progression of technologies for stacking silicon 
devices in three dimensions (3D). Driven by the need for improved performance, methods to use 
short vertical interconnects to replace the long interconnects found in 2D structures have been 
developed. The industry is moving past the feasibility (research and development [R&D]) phase 
for TSV technology into the commercialization phase where economic realities will determine 
which technologies are adopted. Low-cost fine via hole formation and highly reliable via filling 
technologies have been demonstrated; process equipment and materials are available. Even 
though design, thermal, and test issues remain, much progress has been made. 
 
TSV is not a “solution looking for a problem,” it is the solution for many applications such as 
memory, logic, sensors, and micro-electro-mechanical systems (MEMs). Many companies have 
TSV as a part of their roadmaps for higher integration. There are approximately 50 organizations 
identified with 3D TSV activities [1]. Technologically, TSV structures can be fabricated by a 
variety of methods and progress has been made in the area of thermal management and test 
issues. Cost/performance trade-offs will be a major factor as to when this technology will be 
available industry-wide. 
 
Work in this area has already reached “critical mass” such that in the near future there will most 
likely be products introduced using TSVs because of the advantages this technology offers in the 
area of 3D integration.  
 
This technology is not mature enough to start new work in the coming fiscal year (FY); 
therefore, no new National Aeronautics and Space Administration Electronic Parts and 
Packaging (NEPP) task is recommended for FY2010. However, implementation of this 
technology is moving quickly and a proposal in FY2011 should be considered. 
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2 Introduction—What are Through-Silicon Vias? 
Vertical chip stacking in a single package increases the amount of silicon that can be put into a 
given package footprint. In portable and handheld devices, this enables smaller products by 
conserving valuable real estate on the board. Stacking die inside a package also results in faster 
signal transmission as a result of the shorter chip-to-chip routing and simplifies board assembly 
by reducing the number of components to be placed on the board. Placing and wiring devices in 
the third dimension promises higher clock rates, lower power dissipation, and higher integration 
density [1]. 
 
Through-silicon vias therefore refer to a 3D package that contains two or more chips (integrated 
circuits) stacked vertically so that they occupy less space on a printed circuit board (PCB) 
(usually the same footprint as the bottom chip). Through-silicon vias replace edge wiring by 
creating vertical connections through the body of the chips. The resulting package has no added 
length or width. Because no interposer is required, a TSV 3D package can also be flatter than an 
edge-wired 3D package. This TSV technique is sometimes also referred to as through-silicon 
stacking (or thru-silicon stacking; TSS).  
 
Not all TSVs are the same. There are many variations of this technology. Several examples will 
be presented in the following paragraphs. Optical photographs of an example of copper-filled 
TSVs are shown in Figure 2-1.  
 
The interconnection of two or more chips is what makes TSVs so attractive to packaging 
engineers. Figure 2-2 shows two types of interconnection methods between chips—planar and 
interlocking. The planar type consists of an electroplated Cu/Sn layer onto the Cu via. In this 
case, the bonding process between chips was achieved by direct contact of Cu/Sn bump and Cu 
via (Figure 2-2a). During chip stacking, inter-metallic compounds (IMCs) are formed. These are 
the same IMCs typically used with other 3D System in a Package (SiP) packages [3, 4]. The 
interlocking type of TSV consists of a Cu interlocking bump and Sn chip bump in Figure 2-2(b) 
and (c). 
 

  
 
Figure 2-1. Optical images of Cu-filled silicon via holes with a diameter and aspect ratio of (a) 55 �m and 3.1, (b) 
10 �m and 6.6, (c) 7.5 �m and 8.0, and (d) 4.2 �m and 11 [2].  
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Figure 2-2. SEM images of (a) a planar bump, (b) an interlocked bump, and (c) a daisy-chain structure with 
interlocked bumps [2].  
 

      
 
Figure 2-3. a) SEM image of stacked chip on a PCB and b) a daisy-chain configuration used to determine reliability 
of the stacked joint [5]. 
 
The planar bumping system described above is formed by a metallurgical reaction between the 
Cu via solder bump while the Cu bump process is held together by a mechanical bond during 
joining. Both interconnections can be achieved without any reflow or flux process required. Flux 
usually requires a cleaning process to remove residues, which can reduce mechanical reliability. 
The interlocking interconnection has been shown to achieve higher shear stress and lower 
contact resistance than the resultant chip stacking process with planar bumps [2]. For 
interlocking interconnection, the contact resistance per bump was down to approximately 10 m� 
and the shear strength per 252 bumps was 400 g as a function of bump diameter and bonding 
stress [5]. 
 
A cross-sectioned scanning electron microscope (SEM) image of chip stacking with planar type 
interconnection (seven chips) is shown in Figure 2-3a. During the development of the 
interconnection of TSVs to a PCB or other board material, daisy-chain test vehicles are used. A 
simple example of a daisy-chain is shown in Figure 2-3b where a portion of the chain is in the 
chip (top) and the corresponding portion of the chain is in the package or second chip.  
 
Wafer-level 3D integration is a system-level architecture/technology in which multiple layers of 
planar devices (also called strata) are stacked and interconnected through the silicon or other 
semiconductor material in the Z-axis using TSVs. TSVs have also been described as through-
wafer vias or through-wafer interconnect. 
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Figure 2-4. Emerging 3D silicon integration [1]. 

2.1 Why Use TSVs? 
As the demands for higher wiring connectivity and shorter distances between chips have 
increased, so has the development of 3D silicon chip stacks, 3D packaging structures, and 
system-on-silicon large-scale integration (LSIs) [6-8]. Figure 2-4 shows chip integration 
approaches with increasing levels of integration. Of the existing 3D package technology options, 
wire-bonding remains the most popular method for low-density connections of less than 200 
input/output (I/O) per chip. In the near future, however, it will become difficult to meet the 
increasing frequency requirements and demands for wiring connectivity merely by increasing the 
number of the peripheral wire-bonds. In order to overcome such wiring connectivity issues, 3D 
chip-stacking TSV technology is attractive because it offers the possibility of solving serious 
interconnection problems while offering integrated functions for higher performance [9-14]. 
 
Some of the key technologies needed to enable chip stacking include through-vias and high-
density lead-free interconnects. One approach uses lead-free interconnections, which have either 
a binary or ternary eutectic composition that gives good bonding yield and later forms a >250�C 
melting temperature alloy post joining.  

2.2 Drivers for TSVs  
When is it advantageous to go vertical and when is it not? Stacking two wafers together and 
integrating them with vertical vias is costly. This cost must be justified through performance 
gains, functional gains, or cost savings elsewhere in the system. The market for TSV will be 
established when the benefits justify the cost. There is a growing consensus that several 
mainstream circumstances exist that justify 3D integration. Table 2-1 shows potential drivers for 
3D integration. 
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Table 2-1. Potential drivers for 3D integration [5]. 
Driving Issue Case for TSV Caveats 

Miniaturization Stacked memories. Sensors, e.g., CMOS 
cameras, “smart dust” 

For many cases, stacking and wire bonding 
is sufficient 

Interconnect Delay When delay in critical paths can be 
substantially reduced 

Not all applications will have a substantial 
advantage 

Memory Bandwidth Logic-on-memory can dramatically 
improve memory bandwidth 

While memory bandwidth can be 
improved dramatically, memory size can 
only be improved linearly 

Power Consumption In certain cases, a 3D architecture might 
have substantially lower power over a 2D 

Limited domain. In many cases, it does not 

Mixed Technology 
(Heterogeneous) 
Integration 

Tightly integrated mixed technology (e.g., 
GaAs on silicon, or analog on digital) can 
bring many system advantages 

Will be adopted on a case-by-case basis 

 
The first and most obvious motivation is miniaturization. However, TSV 3D integration is rarely 
justified by the desire for miniaturization alone. For most circumstances, if volume reduction is 
the only goal, then it is much more cost-effective to stack and wire bond, or otherwise vertically 
integrate, at the package level. Such technologies are already in widespread use in cell phones, 
and continue to grow in sophistication. However, there are several significant exceptions. One 
exception that is being widely explored for TSV technology is for memory. Wire bonding cannot 
easily be used to stack identical memory chips, because they are all the same size. In addition, 
there are system advantages to thinning and stacking multiple memory die such that the 
aggregate memory has the same end form factor as one memory package. For example, this 
technology could enable a credit-card-sized video storage and viewing device that contains 
hundreds of hours of video [1]. 
 
Another exception is in imaging arrays, particularly complementary metal oxide semiconductor 
(CMOS) cameras for mobile applications. Imagers require a high bandwidth between the 
imaging array and the processor, and because they are separately fabricated, and later integrated, 
they also benefit from having the smallest possible thickness. Soon, they will also exploit the last 
driver listed in Table 2-1, mixed technology (heterogeneous integration). By moving all the 
electronics off the imaging array to a lower die in the chip stack, the imaging array can achieve 
an almost 100 percent fill factor, improving performance and decreasing area. Two through-vias 
per pixel are needed to connect to the underlying electronics. An example of such a circuit for a 
military application can be found in work performed at Lincoln Labs [17]. 
 
The most explored advantage of 3D is its reduction of the interconnect distance between chip 
functions. Many researchers justify 3D from interconnect delay and interconnect power 
perspectives. From a theoretical viewpoint, the advantages can be substantial. Several studies 
have presented a Rent’s Rule style of analysis supporting this premise [18, 19]. The basic 
argument relies on the fact that with each additional layer of transistors, there is a similar 
increase in the number of circuit functions that can be interconnected within a fixed wire length. 
This leads to a 25 percent or greater decrease in worst-case wire length [20], a similar decrease in 
interconnect power [21], and a modest decrease in chip area. However, experience shows that 
many designs do not realize the large theoretical advantages in practice. Fortunately, with careful 
choice, appropriate design applications can be found. For example, field programmable gate 
arrays (FPGAs) are very interconnect-bound and can achieve substantial performance and power 
improvements when recast in 3D [22]. 
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Stacking memory die to create a new “super-memory” chip is not the only 3D application 
involving memory. An interesting area of application is targeting logic-on-memory, which is 
creating a high-bandwidth memory interface to the logic. For many end applications, the demand 
for memory bandwidth is growing rapidly. In many cases, this is due to the increased use of 
multi-core processors. With the addition of each processor comes a similar requirement for 
increasing memory bandwidth. It is expected that by 2010, a 32-core CPU will require 1 TBps of 
off-chip memory bandwidth [1]. Similar bandwidths will be beneficial in other applications, 
including digital signal processing, graphics processing, and networking. This, by itself, gives a 
fairly natural case for 3D, one that has been only lightly explored, and then mainly in the context 
of general-purpose computer micro-architecture. For example, 3D caches can lead to 10 to 50 
percent reductions in cache latency, depending on the benchmark used [1].  

2.3 Enabling Technologies for TSVs  
Processes in a 3D integration sequence include through-wafer via formation, deep reactive ion 
etching (DRIE) or laser-drilling, via filling by deposition of diffusion barrier and adhesion 
layers, metallization, wafer thinning and alignment, and bonding [23]. Figure 2-5 shows the 
major technologies related to 3D TSV. 

2.3.1 Wafer Fab/Wafer Foundry Vias  
TSVs can be fabricated during the integrated circuit (IC) fabrication process at the wafer 
fab/wafer foundry. Deep trench capacitor technology is available in foundries supplying 
embedded memory. The diameters of the 3D TSVs are larger than normal deep trench capacitors 
and therefore will require a ground rule change for the foundry. Companies developing TSV 
services include Chartered and TSMC.  
 

 
 

Figure 2-5. 3D TSV technologies [24]. 
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Figure 2-6. Examples of via-first technology [25]. 

 
Foundry TSVs can be inserted either just before device fabrication; before the front end of line 
(FEOL); or just after the devices have been fabricated, but before the fabrication of the on-chip 
interconnect and before the back end of line (BEOL). If the TSVs are fabricated first, the 
conductive material selected for the vias is typically doped polysilicon, which can survive 
subsequent device fabrication process temperatures. This polysilicon deep trench TSV 
technology has been described in detail in many publications [19]. Although the polysilicon 
connections are not as conductive as copper connections, they provide sufficient conductivity for 
many applications. If the TSVs are fabricated after the devices are formed, tungsten or copper 
can be used. NEC, CEA-LETI, and ZyCube have introduced processes for FEOL polysilicon. 
IMEC has developed a FEOL copper-based process called “copper nails.” These processes are 
examples of vias-first technologies (see Figure 2-6). 

2.3.2 Vias First versus Vias Last 
Although definitions differ by group, it is generally accepted that in the vias-first approach, 
TSVs are fabricated prior to bonding to the stack. In the vias-last approach, TSVs are fabricated 
after bonding to the stack. TSVs can be formed from the top (face or active side) or from the 
bottom (backside) of the wafer. These options may be combined in numerous process sequences. 
Table 2-2 shows the common process sequence options. 
 
Figure 2-7 shows an example of an FEOL TSV vias first or a BEOL TSV vias first in which the 
first wafer is flipped and face-to-face bonded to the second wafer. The first wafer is then thinned 
on the stack to reveal the backside vias and the backside processed (isolation layer such as SiO2 
or Si3N4 and copper pad formation), readying the structure to bond to the next layer. No handle 
wafer is needed in this sequence, which is an advantage. However, both wafers are in jeopardy 
during the thinning and backside processing of the second wafer. Face-to-face bonding can only 
be done once in a stack because after such bonding, the face of the second wafer is no longer 
available to bond to the next wafer in the stack. 
 
Figure 2-8 shows the FEOL or BEOL vias first process in which the second wafer is mounted to 
a handle wafer for thinning. After thinning, backside processing is performed on the handle 
wafer and then the second wafer is stacked and bonded back-to-face. The handle is subsequently 
released. 
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Table 2-2. Process sequences for 3D integrations utilizing TSV [25]. 
Process     

1 FEOL TSV 
Vias first 

Handle, thin  
backside process 

Back to front bond 
(metal to metal bonding 
Cu-Cu, Cu-Sn-Cu, etc.) 

 

2 BEOL TSV 
Vias first 

Handle, thin  
backside process 

Back to front bond 
(metal to metal bonding 
Cu-Cu, Cu-Sn-Cu, etc.) 

 

3 FEOL TSV 
Vias first 

Front to front bond  
(metal to metal bonding 
Cu-Cu, Cu-Sn-Cu, etc.) 

Thin backside process  

4 BEOL TSV 
Vias first 

Front to front bond  
(metal to metal bonding 
Cu-Cu, Cu-Sn-Cu, etc.) 

Thin backside process  

5 Post BEOL 
Vias last 

Front to front bond  
(metal to metal bonding 
Cu-Cu, Cu-Sn-Cu, etc.) 

or SiO2 bonding, or 
polymer bonding 

Thin TSV (back)  
backside process 

6 Post BEOL 
Vias first Handle, thin TSV (back) 

backside process 

Back to front 
(metal to metal bonding 
Cu-Cu, Cu-Sn-Cu, etc.) 

7 Post BEOL 
Vias last Handle, thin Back to front 

(polymer bonding) 
TSV (front)  

backside process 

8 Post BEOL 
Vias first TSV (front) Handle, thin  

backside process 

Back to front 
(metal to metal bonding 
Cu-Cu, Cu-Sn-Cu, etc.) 

9 Post BEOL 
Vias first TSV (front) 

Front to front bond  
(metal to metal bonding 
Cu-Cu, Cu-Sn-Cu, etc.) 

Thin backside process 

 
 

 
 

Figure 2-7. Front-to-front, vias last, without a carrier wafer [1]. 
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Figure 2-8. FEOL or BEOL vias first with handle wafer [1]. 

 
Figure 2-9. Vias from the backside after bonding [1]. 

2.3.3 Laser-Processing TSV 
Ultraviolet (UV) lasers have been shown to produce a much cleaner cut with far less thermal 
damage than infrared (IR) lasers. Reports indicate that a UV laser-machined feature can be 
within 2 �m of an active device without producing device degradation [26]. Laser repetition rate, 
beam scan rate, and pulse play a significant role in determining the throughput and quality of the 
resulting laser-machined feature. 
 
Major advances in laser via technology have occurred in the past few years. Figure 2-10 shows 
10 �m vias that have been drilled to a depth of 70 �m for an aspect ratio of 7 to 1. The natural 
sidewall taper angle for laser vias is reported to be 85 degrees (Figure 2-11), which makes them 
suitable for sputter metallization [27, 28]. 
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Figure 2-10. Laser vias in silicon (10 � 70 �m) [27, 28]. 

 

 
Figure 2-11. Laser vias in silicon illustrating the 
taper of 85° [27, 28]. 

 
Figure 2-12. Laser vias drill rate in silicon versus via 
diameter [28]. 

 
Surface finish inside the via is a strong function of “drilling” rate. Rapid drilling produces a rougher 
sidewall. Figure 2-12 shows the drilling speed for various diameter vias in single crystal silicon. 
 
It is likely that 10 �m vias will meet many of today’s needs. Laser proponents claim that they 
can reduce the via diameter down to 1 �m, in which case this technology will move itself to the 
mainstream of 3D via generation technologies [28]. 

2.3.4 Via Fill 
Difficulties encountered in via filling are directly attributable to via diameter and aspect ratio, 
which in turn are directly related to the application and thus density of TSV that are required. For 
example, for memory applications, far fewer TSVs are required to interconnect static random 
access memory (SRAM) or dynamic random access memory (DRAM) stacks. Thus, memory 
fabricators have been able to successfully integrate laser via formation in their processes and 
have no apparent trouble filling 25 to 50 �m vias with traditional seed sputtering and subsequent 
plating techniques. 
 
IBM recently pointed out that TSV for interconnection of logic functions will require 
approximately 4 to 5 �m vias to interconnect at the core level and approximately 2 �m vias to 
interconnect at the unit level as shown in Figure 2-13 [29]. 
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Figure 2-13. Design partitioning for 3D interconnect as described by IBM [29]. 

 
Figure 2-14. Vias plated with Cu after Cu seed deposition by IMP sputtering and normal sputtering [31]. 

2.3.4.1 IMP Sputtering for Higher Aspect Ratio via Filling 
Filling of high aspect ratio vias with electroplated copper requires a smooth and continuous seed 
layer to prevent copper diffusion into the adjacent dielectric. This process requires conformal/ 
continuous coverage of a barrier layer along the via sidewalls. Conventional physical vapor 
deposition (PVD) DC magnetron techniques are inadequate for this application, because of 
insufficient step coverage of Cu on the sidewalls of the high aspect ratio vias. Ionized metal 
plasma (IMP)-based PVD technology is known to provide superior step coverage of Ta and Cu 
because of the directionality of the deposited atoms and utilization of ion bombardment to sputter 
material from the bottom of the via to the sidewalls, thus yielding continuous and conformal 
barrier and seed layers [30]. Recently, IMP sputtering has been shown to fill such high aspect 
ratio 3D vias [31, 32]. 

 
IMP sputtering enables more conformal deposition of copper seed layer on the sidewalls as well 
as the bottom of via holes than conventional sputtering. As shown in Figure 2-14, conventional 
sputtering deposits a conformal copper seed on the sidewalls of a 7.5 � 60 �m via no more than 
10 �m deep, whereas using IMP sputtering results in complete via fill for the same dimension 
via. Even this technique does have its limits, however, and it fails to completely coat the inside 
of a via of dimensions 5.7 � 52 �m. 
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2.3.5 Wafer Thinning 
Temporary bonding of 3D wafers to temporary substrates is the accepted method for thinning 
wafers. If the first two wafers (or die to wafer) are bonded face to face, the bottom wafer serves 
as the carrier and no temporary carrier is needed. In all other cases, a temporary carrier and 
temporary adhesive are necessary. 
 
Adhesive layers for temporary bonding can be supplied as liquids (waxes and thick resists) 
and/or laminable dry-films. Temporary bonding adhesives can allow the release of the device 
wafer by (a) dissolution of the adhesive in an appropriate solvent, (b) heating above a release 
temperature, or (3) exposure to UV light. There are a number of commercial products on the 
market in all of these categories [33]. 
 
Properties that must be examined for temporary mounting adhesives include:  
 

1. Maximum temperature exposure capability—This must match the processing expected to 
be done on the backside of the wafer.  

2. Chemical resistance to the chemicals used during the processing of the back side 
(backgrinding, coating and developing, etching, etc.).  

3. Ease of application (i.e., spin coating in the case of wax/resists, and lamination in the 
case of dry-film tape). 

4. Ease of debonding process (i.e., heat, UV, or solvent release) and its degree of achievable 
automation, as well as the ease of cleaning the device wafer after debonding—The 
debond process must ensure that all adhesive is removed quickly with no residual 
material left behind.  

5. Optical transparency—If backside alignment is required to align the photomask alignment 
pattern to the fiducials on the device wafer's front side, the fiducials (alignment keys) must 
be visible.  

6. Thickness control—To keep the device wafer within the required thickness uniformity 
after back thinning, it is imperative that the intermediate layer and the carrier wafer have 
comparable or even lower thickness variation. Waxes and resist applications are usually 
applied with spin coating, where the achieved uniformity is well below 1 percent.  

 
The choice of temporary adhesive is dependent on temperature and mechanical requirements for 
backside processing subsequent to wafer thinning. 

2.3.6 Wafer/Chip (Via) Alignment 
One of the last important steps required in this 3D technology is the alignment prior to bonding. 
Alignment accuracy determines the pad size and, by consequence, the maximum vertical 
interconnect density. It depends on [16]: 
 

1. Bonding technique (face-to-face or face to back),  
2. Type of attachment (direct bonding SiO2, “glue,” or metallic—Cu Sn-Cu alloy) 
3. Die-to-die, die-to-wafer, or wafer-to-wafer 
4. Wafer flatness 
5. Wafer co-planarity 
6. Uniformity and mechanical noise during alignment and bonding 
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A flip-chip bonder can place known good die (KGD) on the 300 mm base wafer with an 
alignment accuracy of 10 �m (3 sigma), then attach the die/wafer combination with a temporary 
polymer adhesive at an effective rate of approximately 4,000 units per hour. A wafer bonder can 
then permanently bond the chips at 270°C and pressure for one to two hours. The Cu/Sn forms a 
eutectic alloy that is heat resistant up to 600°C, allowing additional chips to be added on top of 
the first bonded pair by the same process [1]. 
 
An alignment of ±1 �m is possible using commercial pick-and-place tools. A moderate (i.e., 
350°C for 2 hours) post-oxide bond anneal is then initiated to form a monolithic conductor 
contact. From daisy-chain structures, the average direct bond interconnect (DBI) resistance is 
estimated to be less than 0.1 Ohm [34]. Figure 2-15 shows an example of a 10 �m pitch DBI 
bond. 
 

 
 

Figure 2-15. 10 �m pitch DBI bond [34]. 
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3 Markets that Will Utilize TSVs 
The 3D TSV market can be divided into two distinct markets (see Figure 3-1). The first 
applications are for low-density 3D vias and typically focus on chip-to-chip or chip-to-wafer 
bonding. High-density 3D vias and wafer-to-wafer bonding are anticipated in future applications 
[15]. 
 
Applications for 3D TSV include image sensors, flash, DRAM, processors, FPGAs, and power 
amplifiers. Table 3-1 provides examples of company announcements. The timing for mass 
production depends on how the TSV compares in terms of cost with existing technologies. In 
many cases, this means wire-bonded die stacking. While performance is a driver, cost is a 
limiting factor. 
 
 

 
 

Figure 3-1. 3D applications and required via diameter [16]. 
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Table 3-1. 3D TSV products slated to be manufactured in the near future [1]. 

Company 
Memory  

and Logic RAM Flash 
Image 
Sensor 

Power 
Amplifier FPGA 

Chartered 
Semiconductor 

 X     

Fujikura    X   
IBM X    X  
Intel X      
Micron  X X X   
NEC / Elpida X X     
Samsung  X X    
Sanyo    X   
Sony X      
Tezzaron  X     
Tessera    X   
Toshiba    X   
Xilinx      X 
ZyCube    X   

3.1 Memory and Logic 
Chip-on-chip (CoC) is the first step in moving to 3D at the wafer level. In this technology, the 
chips are thinned and face-to-face bonded without TSVs. Researchers at AT&T Bell Labs 
proposed one of the first concepts [35]. 
 
The microcontroller for Sony’s PlayStation had initially been fabricated using 90 nm embedded 
DRAM process technology. In 2005, Sony introduced a microcontroller and memory CoC for 
the PlayStation. One of the drivers for the adoption was that Sony was unable to find a way to 
make the die cheaper by scaling embedded DRAM process technology from 90 nm to 65 nm. 
Sony noted that even with the adoption of a single-chip DRAM and logic, each with a different 
manufacturing process, it would take a long time to obtain acceptable yield levels [36]. 
 
It is possible to achieve high-speed data transfer with CoC technology because the memory chip 
is interconnected directly to the logic IC with microbumps. Individual memory chips are used, 
essentially eliminating the memory capacity limitations of embedded DRAM. The higher data 
transfer rate is made possible by the greater bit width, achieved by a larger quantity of 
microbumps. The microbumps provide more interconnects than wire bonding and offer lower 
parasitic capacitance, resistance, and inductance because they are only several dozen microns in 
diameter. This makes it easier to increase the operating frequency. 
 
Customers are demanding increasing amounts of memory for applications such as HDTV that 
previously used 64 Mbit or less memory. Systems supporting 1080i imagery now come with 128 
Mbit to 256 Mbit memory. As equipment performance and function continue to improve, 
memory capacity will continue to increase and eventually embedded DRAM will be unable to 
handle the requirements [1]. It is only natural for TSV to provide the interconnect densities 
required in the future. 

3.1.1 DRAM  
Today’s DRAMs are constructed around 50 and 40 nm processes. Issues include concerns that 
high-speed memory such as DDR3 will suffer performance limitations when connected in a 
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stacked package using wire bond technology. 3D technologies developed by Samsung, Micron, 
NEC, and Tezzaron are targeted at mobile phones and other portable devices with sufficient 
memory to run high-definition video and other 3D graphics applications in the near future. 
 
Samsung Electronics has announced the first all-DRAM stacked memory packaging using TSV 
technology. Prototypes using the company’s wafer-level-processed stacked package (WSP) 
consist of four 512 Mb DDR2 DRAMs for a combined 2 GB of high density memory and a 4 GB 
DIMM stack made up of TSV-processed 2 GB DRAMs. Samsung stated that it was developing 
the process for next-generation computer systems in 2010 and beyond [37]. 
 
Elpida has developed stacking technology with polysilicon FEOL technology with NEC and Oki 
in the joint NEDO project that is expected to be commercialized in 2010 [37]. The motivation for 
adoption of DRAM is provided in Figure 3-2. It is predicted that at the 32 nm node in 2010, a 3X 
memory density can be achieved using TSV technology [38]. 
 
Micron has pointed out that thermo-mechanical stresses need to be determined vs. TSV diameter 
Aspect Ratio (AR) and pitch. In addition, Micron has been one of the only companies pointing 
out that via capacitance varies linearly with die thickness and inversely with via pitch. For fixed 
via size, tighter pitches can be achieved with thicker insulator dielectrics; however, deposited 
SiO2 layers have a very limited thickness range [~1–1.5 um] before they crack. Table 3-2 shows 
Micron’s estimation for the timeline of DRAM development with TSV.  
 

 
 

Figure 3-2. Drivers for DRAM TSV development [38]. 
 

Table 3-2. TSV for DRAM memory [39]. 
 Today Tomorrow  Future 

Via Diameter 10–30 �m 5–10 �m 1–5 �m 
Via Depth 50–100 �m 25–50 �m 15–25 �m 
Wafer Thickness 50–100 �m 25–50 �m 15–25 �m 
Aspect Ratio 3:1–5:1 5:1–10:1 10:1 & greater 
Pitch 75–100 �m 50–75 �m 20–50 �m 
TSV Density ~100 I/O ~500 I/O ~1000 I/O 
Package Type DDP QDP 8DP 
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3.1.2 Flash Memory  
Examples of flash memory applications include memory storage cards, USB drives, MP3 
players, digital cameras, and portable gaming machines. Flash memory is considered a potential 
replacement for hard disk drives. Flash memory does not have the mechanical limitations of hard 
disk drives and shows performance advantages in terms of speed, noise, power consumption, and 
reliability.  
 
Samsung has noted that the demand for smaller and smaller NAND flash card form factors is 
increasing at a rapid rate. Samsung believes that in the future, flash applications will require TSV 
to meet performance / form factor requirements [40].  
 
Many memory manufacturers are proceeding with pushing the wafer fab technology toward 
32 nm geometries and beyond while many experts think that the memory cells will be so small 
that the operation will be unstable. The largest part of the perceived problem is not related to the 
smaller transistor sizes but rather in the signal delay [41]. 
 
Figure 3-3 shows Samsung’s projections for NAND cost in the future. Samsung believes that 3D 
IC technology would make it possible to maintain the current pace of cost reductions. 
 
While Samsung has made an argument for the adoption of TSV for flash, other companies argue 
that the cost of TSV cannot be justified and the required density can be obtained by thinning die 
and wire bonding the stack. TSV technology is not expected to be used for flash in high volume 
until 2012 [1]. 
 

 
Figure 3-3. Cost of TSV versus the next silicon technology node [41]. 
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3.1.3 Logic 

3.1.3.1 Processors  
The large bandwidth required to avoid latency issues in the multi-core processor systems of the 
future can only be addressed by TSV technology. The first application is expected to be cache 
memory bonded to a processor. A full repartitioning of processors to take advantage of the 
complete potential of 3D stacking, including low-power consumption and less noise, in the 
future, requires advances in 3D design tools for repartitioning. 
 
The decision to use die-to-wafer or wafer-to-wafer bonding depends on whether memory-to-
logic or logic-to-logic stacking is adopted. Die-level stacking is probably the best choice for 
logic-plus-memory applications because die stacking enables the stacking of different size die 
(i.e., SRAM or DRAM and a microprocessor). This type of memory stacking does not require 
tight-pitch TSV and therefore alignment is less of an issue. Pre-testing both the microprocessor 
and the memory die is assumed to be relatively straightforward, allowing the advantages of 
KGD. 
 
In contrast, wafer stacking may be a better choice for logic-plus-logic applications because of its 
throughput advantages, especially when very precise alignment (tight via pitch) is required, as in 
the case of repartitioning. Repartitioning for wafer stacking allows die to be made the same size; 
when the logic is partitioned, it may not be as straightforward to test the individual pieces and 
select them based on KGD for yield improvement. In this case, die stacking is a less compelling 
driver. 
 
The first application with TSV technology is expected to start in 2010 at the 32 nm technology 
node in servers. The die size is assumed to be approximately 9 mm � 9 mm. Stacked processors 
on DRAM with TSV are not expected until after 2014 [1]. 

3.1.3.2 FPGA 
The benefits of using 3D architecture in logic devices are especially evident in FPGAs. FPGAs 
consist of large arrays of simple, programmable logic elements with a hierarchy of 
programmable interconnects that allow the logic blocks to be connected as desired by the system 
designer. The performance of FPGAs is limited by the configurable interconnect which takes up 
90 percent of the chip real estate and accounts for 40 to 80 percent of the device delay. 
 
FPGAs have always had problems with interconnect delays (see Figure 3-4). 3D integration can 
improve FPGA performance by removing the programmable interconnect from the logic block 
layer and placing it on another tier in the stack, thus reducing the interconnect delay [42]. FPGAs 
are one of the early potential applications for 3D TSV, but the availability of design tools at the 
foundries is critical. Conceptually, memory could also be added as part of the 3D tiers [1]. 
 

FPGAs are expected to use TSVs starting as early as 2011, but perhaps as late as 2013, 
depending on resolving the issues with KGD, cost, and yield [1].  
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Figure 3-4. Proposed FPGA 3D versus 2D delay [42]. 

 

3.2 Image Sensors 
Image sensors are one of the first applications to use TSV technology, with production lines already 
installed at Toshiba and other packaging companies such as Tessera. In general, sensors have not 
been able to take advantage of the size, weight, and cost advantages of wafer-level packaging (WLP) 
because sensors need to be connected to the subassembly face up (sensing device). Traditional WLP 
creates the area array of interconnects over the surface of the IC devices and, therefore, it is mounted 
face down [43 = 81]. 
 
Drivers for assembling sensors in the TSV technology include [39]: 

� Small form factor 
� 4.15 � 4.15 � 2.5 mm 

� Integrated reflowable module 
� Sensor and lens calibration during design avoids costly delays due to sensor mask redesign 

� Time to market 
� Cost savings 

 
Applications include [39]: 

� Consumer applications 
� Camera module for mobile phone 
� Form factor driven 

� Medical applications 
� Military and aerospace applications 

� Performance driven 
� Lower volume 
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CMOS image sensors are moving into production with TSV technology. The active area of the 
sensor faces up and the interconnection on the backside of the device is easily obtained by 
backside formation of the TSV. The SHELLCASE technology, now owned by Tessera (see 
Figure 3-5), was the first to produce a device with the backside via technology in its optoCSP. 
SHELLCASE licensees include Xintec in Taiwan, Sanyo in Japan, and China Wafer Level CSP, 
Ltd., in Suzhou, China [1]. The SHELLCASE wafer-level chip-scale packaging (CSP) 
technology has shipped in more than one billion image sensors. The innovative technology 
enables low-cost, highly reliable, small form factor image sensors, making it an ideal solution for 
camera-enabled mobile devices such as cell phones and PDAs [44].  
 

When connecting and packaging CMOS image sensors, extra care is required to minimize 
contamination. As pixels in the imaging chips become smaller, particle control in camera module 
assembly is increasingly challenging. After the devices are coated and packaged, trapped debris 
is permanently present as flawed (dark) pixels. It is estimated that more than 90 percent of 
defects are related to particles [46]. Ideally, all manufacturing steps from silicon wafer 
processing to packaging and assembly would occur in the same clean room to minimize exposure 
and handling. 

3.3 Power Devices 
Researchers at Philips (now NXP) have developed a TSV technology for power devices such as 
vertical trench metal-oxide semiconductor field-effect transistor (MOSFETs) that have active 
interconnect on the front and backside of the die. In the Philips technology, TSVs are formed in 
the dicing street and are patterned and plated on only two edges of the slot-shaped vias. This 
process has not yet been commercialized [1]. 
 

 
 

Figure 3-5. Image sensor packaged at the wafer level and provided with a ball grid array (BGA) interface to 
simplify and cheapen attachment to a printed circuit board. Connection between the die bond pads and the wiring 
trace attached to the BGA is achieved by a novel through-silicon via (TSV) solution based on via through-pad 
technology [45]. 
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4 Reliability 

4.1 Thermal Issues 
Heat dissipation is an extremely important issue in 3D TSV technology. Most of the heat 
generated in ICs arises from transistor switching and resistance in interconnect. This heat is 
typically conducted through the silicon substrate to the package and then to the ambient by a heat 
sink. In multi-tiered 3D device designs, the layers will be insulated from each other by layers of 
dielectrics (SiO2, porous SiO2) that have much lower thermal conductivity than silicon. Thus, the 
heat dissipation issue becomes even worse for 3D devices and can cause degradation in device 
performance and reduction in chip reliability due to increased junction leakage, electromigration 
failures, and acceleration of other temperature-sensitive failure mechanisms. 
 
Chip-cooling techniques can be divided into two categories. One of these is heat sink 
optimization, which attempts to cool the heat sink through packaging-level cooling techniques 
such as fans and micro-channels. The other method is thermal conduction to a heat sink. 
However, in 3D designs, the poor thermal-conducting inner layer dielectric (ILD) layers of the 
stacked chips impede internal heat dissipation from the heat sources to the heat sink. 
 
Optimizing the internal heat dissipation paths is one of the best thermal dissipation techniques 
for 3D. This includes temperature-aware physical design tools, thermal via insertion, and 3D IC 
micro channel techniques [47]. 
 
Thermal effects are exacerbated in 3D ICs due to higher power density and greater thermal 
resistance of the insulating dielectric. This can cause degradation in device performance and chip 
reliability. It is, therefore, essential to develop 3D-specific design tools that take a thermal co-
design approach to address the thermal effects and generate reliable and high performance 
designs. 
 
A major concern in the adoption of 3D architecture is the increased power densities that can 
result from placing one computation block over another in the multilayered 3D stack. Because 
power densities are already a major bottleneck in 2D architectures, the move to 3D architectures 
could accentuate the thermal problem. Even though 3D chips could offer some respite due to 
reduced interconnect power consumption (as a result of the shortening of many long wires), it is 
imperative to develop thermally aware physical design tools. For example, partition design may 
place highly-loaded, active gates in a layer close to the heat sink. 
 
Thermal issues are more important in application-specific integrated circuit (ASIC) designs than 
in FPGA architectures because the power densities in ASICs are higher. This is because both the 
operating clock frequencies and the density of the logic used are much higher in ASICs than in 
FPGAs [48]. 
 
A first-level approach to this problem has been presented as a thermally driven 3D routing 
algorithm with the planning of thermal vias to reduce temperature, but this does not fully address 
the issues between thermal vias and routing resources [49]. Thermal vias use valuable routing 
space, so, algorithms are needed to minimize their usage while placing them in areas where they 
would make the greatest impact. 
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Researchers have proposed a temperature-aware 3D global routing algorithm with the insertion 
of thermal vias and thermal wires to lower the effective thermal resistance of the material, 
thereby reducing chip temperature [50]. Thermal wires conduct heat laterally within the same 
layer. Thermal vias perform the bulk of the conduction to the heat sink, while thermal wires help 
distribute the heat paths over multiple thermal vias. 
 
Efficient thermal via placement may also help to overcome thermal issues produced in the design 
of 3D ICs. The resulting placements have lower temperatures and thermal gradients, with the use 
of thermal vias kept to a minimum. Thermal via placement uses 50.3 percent fewer thermal vias 
to obtain the same 47.1 percent reduction in maximum temperatures that was obtained using the 
simpler method in which all regions were blindly given the same thermal via densities. The 
iterative method modifies the thermal conductivities of thermal via regions in order to satisfy a 
maximum temperature requirement. There is obviously a tradeoff between reducing thermal 
effects and the percentage of thermal vias used. There is also a tradeoff between routing space 
and thermal via space that results in a tradeoff between thermal problems and routability. An 
important observation is that placing thermal vias in areas of high temperature, such as on the 
uppermost layer, has little impact in reducing thermal issues. This algorithm places thermal vias 
where they will have the most impact using the thermal gradient as a guide. High temperature 
can only be reduced by alleviating the high thermal gradients leading up to it. 
 
Since thermal vias and thermal wires take up lateral routing space, the algorithm utilizes 
sensitivity analysis to allocate their usage judiciously, and resolve the contention between 
routing and thermal vias and thermal wires. Experimental results show that the routing algorithm 
can effectively reduce the peak temperature and alleviate routing congestion. Figure 4-1 shows a 
thermal profile before (a) and after (b) thermal via placement [50]. 
 
Thermal design is more complex in 3D ICs than in 2D ICs, as the heat flux might increase 
proportionally to the number of active layers. Without adequate care, this can lead to elevated 
temperatures, which can lead to reliability failures such as electromigration, or to timing failures 
as logic cells might be hotter and slower than assumed. Particular care has to be taken with clock 
distribution to ensure that the clock buffer temperatures are well known. Because clock buffers 
are operating all the time, they can easily be hotter than the surrounding logic, and many thermal 
evaluation tools will not accurately predict the temperature of this relative handful of transistors. 
Thermal design is particularly difficult in silicon-on-insulator (SOI) design due to the absence of 
a heat-spreading substrate. Additional TSVs can sometimes be used in the power and ground 
grids to aid in local heat spreading.  
 
Figure 4-2 shows an example of a detailed temperature map for one layer of a 3D IC. The “tent 
poles” in this map coincide with locations of the clock buffers. A coarser thermal tool would not 
resolve these higher temperature points [51]. 
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Figure 4-1. Thermal profiles a) without and b) with thermal via placement [50]. 
 

 
Figure 4-2. Temperature profile of one chip within a 3D stack [51]. 

 
I/O planning is also more complicated in 3D design than in 2D design. Usually the most power-
hungry chip in the stack is placed near the heat sink. Thus, the I/O solder bumps or wire bonds 
will be placed on a chip further down in the stack that draws less power. The current needed by 
the most power-hungry chip has to be delivered through the rest of the stack, and high-speed I/O 
must also be provided. Careful design of the delivery via structures will be needed to ensure high 
quality power and signal integrity. 

4.2 Various 3D Stacking Technologies 
Ziptronix, based in Morrisville, NC, near Research Triangle Park, is a spin-off of Research 
Triangle Institute (RTI). The company’s patented DBI™ technology is a direct oxide bond 
technology in which formation of electrical interconnects is integrated into the bonding process.  
 
Direct oxide bonding typically consists of joining two surfaces that have been activated to form 
hydroxyl bonds (OH groups) on their surfaces. The Ziptronix technology activates the surfaces 
with amine groups. Ziptronix reports that this allows for the formation of stronger bonds at lower 

a) b) 
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temperatures while eliminating the formation of water (steam) that can cause voids at the 
interface during normal thermal annealing (ammonia is eliminated at room temperature). 
 
In an initial reliability study using temperature cycling and HAST testing of a 72,500 daisy chain 
on 25 �m pitch, no failures were observed as determined by change in resistance (see Table 4-1). 
 
Raytheon Vision Systems has reported that the Ziptronix DBI technology is compatible with 
multilayer CMOS IC processes. Demonstration of the compatibility involved the 3D integration 
of a five-layer metal, 0.5 �m CMOS high-performance imaging device for applications, 
including focal plane imagers and high-performance sensor arrays. Parts were fabricated in a die-
to-wafer format. Demonstration of 100 percent focal plane pixel operability was accomplished 
[52]. 
 
NEC Electronics, Oki Electric Industry, and Elpida Memory developed a general-purpose 3D-
LSI platform technology for a high-capacity stacked memory integrated on a logic device [53-
57]. To accomplish this, they developed a TSV daisy chain test vehicle with 8-strata as shown in 
Figure 4-3 [58]. 
 
As shown in Figure 4-3, the stacked sample was mounted onto a ceramic carrier, gold wires were 
bonded onto it, and the sample was sealed. Electrical tests were carried out using a ceramic 
carrier package. Measured electrical resistances of daisy-chain circuits are shown in Figure 4-4. 
From these results, the estimated resistance of individual poly-Si TSVs was shown to be 
approximately 4.1�. 
 

Table 4-1. Ziptronix DBI interconnect reliability data [52]. 
Test Part 50 �m Pitch 25 �m Pitch 10 �m Pitch 

Test Part 9,950  
Serial Connections 

72,500  
Serial Connections 

460,000  
Serial Connections 

Typical Resistivity <20 m� 
(<1.5 �/�m2) 

<50 m� 
(<0.5 �/�m2) 

<50 m� 
(<0.5 �/�m2) 

Thermal Cycling 
�65�C to 175�C 

1,000 Cycles, 18/18 Pass
10,000 Cycles, 9/9 Pass 

1,000 Cycles, 5/5 Pass 
10,000 Cycles, 4/4 Pass 

1,000 Cycles, 10/10 Pass 

HAST  
(130�C, 85% RH, 333 psi) 

96 Hours, 12/12 Pass 288 Hours, 6/6 Pass  

 
 

           
 

Figure 4-3. a) Electrical test sample structure of stacked dice with TSV; b) Cross-sectional SEM image of complete 
stack of 8-strata TSV-TEG dice and cap-die on silicon interposer [58]. 

Cap-die

TSV TEG dice 

Bond wire 

Ceramic 
carrier

PGA

Silicon 
interposer 

a) b) 
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Figure 4-4. Electrical test result of daisy-chain circuit illustrating TSV resistance [58]. 

 

 
Figure 4-5. Fixed-point cross-sectional observation of the aging behavior of micro-bump interconnection during 
thermal aging at 150ºC [58]. 
 
A high-temperature storage test of micro-bump interconnections was carried out using a stacked 
TSV test vehicle sample. The baked sample was treated with a focused ion beam (FIB) technique 
and SEM observation was repeated. These processes were repeated at 0 (initial condition), 100, 
300, and 500 hours of aging. The SEM observation results are shown in Figure 4-5. Soon after 
bond forming, Cu6Sn5 showed as the dominant intermetallic layer and tin oxide involving small 
voids was observed at the initial interface near the Ni surface. A Cu3Sn layer of approximately 
0.4 �m was formed on the Cu interface. As the aging progressed, the Cu3Sn intermetallic layer 
grew from the Cu pillar bump side to the Ni bump side, and reached the Ni surface at 300 hours. 
At 500 hours, Kirkendall voids were observed at the interface of the Cu/Cu3Sn and Cu3Sn/Ni 
layers. During this aging process, the growth of the Ni-Sn intermetallic layer was not observed. 
This indicates that Cu supplied from pillar bumps in Sn solder may have suppressed Ni diffusion 
into solder [58], and could prevent the degradation of the thin backside bumps. 
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Wafer-level 3D packaging for optical image sensor devices developed by Schott Advanced 
Packaging utilizes TSV technology by contacting the bond pads of the image sensors from the 
backside. Direct contact of the bond pads from the back side of the chip offers much shorter 
transmission paths to the board assemblies, thus providing faster signal speed, lower ohmic 
contact, and efficient thermal conduction [59, 60].  
 
Via shape and a controlled spray coating process are the key to achieve good quality and reliable 
product [61]. In the very first process steps, a wafer, comprised of the optical sensor area and the 
bond pads, is bonded to a glass wafer using a clear optical adhesive. Then the wafer is thinned 
down to thicknesses between 85 �m to 125 �m to be prepared for plasma etching. Figure 4-6a 
illustrates the bonded and thinned wafer of this process step. It should be noted that above the 
bond pads, there is always an inter-layer dielectric of silicon oxide. The next step is to create vias 
that are needed to contact the bond pads through the silicon and thus enable an electrical 
connection. Depending on the process parameters of the plasma process, a variety of via shapes 
can be generated. Figure 4-6b shows the wafer after plasma etching. 
 
Polymer material is then spray coated onto the wafer, which serves as an interlayer dielectric to 
prevent shorts when the redistribution is done (Figure 4-7). 
 
 

                
 

Figure 4-6. a) Bonded and thinned wafer and b) wafer with etched vias [61]. 
 

    
 

Figure 4-7. a) Illustration of a wafer with IDL, protective resist, and opened dielectric layer; b) SEM 
photomicrograph of a) [61]. 
 

b) a) 

b) a) 
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In order to establish an electrical contact of the solder bumps to the bond pads, the dielectric 
layer (particularly above the bond pads) is removed by a highly selective oxide etch process. 
 
Reliability results are related to the electrical testing of the devices. For each device, there are 
74 I/Os. If any one or more of these I/Os shows an electrical failure due to open circuit or short 
circuit, that particular chip is considered a fail. Schott’s electrical yield varies from 92% to 96% 
from lot to lot. Apart from electrical tests, the chips are also subjected to reliability tests 
according to JEDEC standards.  
 
These tests include: 
 

1.  Pre-conditioning test: 
a.  Bake out: Bake the device for 24 hours at 125° C (+ 5 / �0°C)  

(Std - JESD22-A113E and JEDEC J-STD-020C) 
b.  Moisture Soak: Soak the device for 72 hours at 30°C / 60% RH  

(Std - JEDEC J-STD-020C, Table 5-1, Level 4) 
c.  Reflow: Subject the device to three cycles of 260°C for 20 seconds  

(Std - JEDEC J-STD-020C, Table 5-2, Pb-Free Assembly) 
2.  Temperature humidity storage (THS) test: 85°C at 85% RH (JESD22-A101).  

The chips are subjected to 168, 500, and 1000 hours. 
3.  Temperature cycling test (TCT): �40°C / +85°C (JESD22-A104).  

The chips are subjected to 100, 200, 300, 500 and 1000 cycles. 
 

After each cycle, the chips go for electrical test to check for any abnormalities that can cause 
electrical failures. Tables 4-2 and 4-3 show the result of THS and TCT tests, respectively. 
 
The data shows that this version of TSV survived up to THS 1000 hours and TCT 1000 cycles. 
 

Table 4-2. Result after THS for 30 chips [61]. 

Reliability Test 
Description Test Condition 

Wafer 
ID 

Sample 
Size 

Number of Hours 
168 hours 500 hours 1000 hours 

Electrical Test Electrical Test Electrical Test 
Temperature 
Humidity Storage 
Test (THS) 

85�C / 85% RH 
(JESD22-A101) 

6697-20 12 0/12 0/12 0/12 
6697-23 7 0/7 0/7 0/7 
6697-25 11 0/11 0/11 0/11 

 
Table 4-3. Result after TCT for 30 chips [61]. 

Reliability 
Test 

Description Test Condition 
Wafer 

ID 
Sample 

Size 

Number of Hours 
100 

Cycles 
200 

Cycles 
300 

Cycles 
500 

Cycles 
1000 

Cycles 
Electrical 

Test 
Electrical 

Test 
Electrical 

Test 
Electrical 

Test 
Electric
al Test 

Temperature 
Cycling Test 
(TCT) 

�40�C / +85�C 
(JESD22-A104, 

Condition N with 
Soak Mode 3) 

6697-20 12 0/12 0/12 0/12 0/12 0/12 
6697-23 7 0/7 0/7 0/7 0/7 0/7 
6697-25 11 0/11 0/11 0/11 0/11 0/11 

 



28 

5 Conclusions 
Through-silicon via is the latest in a progression of technologies for stacking silicon devices in 
3D. Driven by the need for improved performance, methods to use short vertical interconnects to 
replace the long interconnects found in 2D structures have been developed. The industry is 
moving past the feasibility (R&D) phase for TSV technology into the commercialization phase 
where economic realities will determine when the technology will be adopted.  
 
Even with the advantages of 3D ICs, there are several challenges to the adoption of 3D architectures: 
 

• Commercial availability of electronic design automation (EDA) tools and design 
methodologies 

• Thermal concerns due to the increased power densities 
• Test, especially for repartitioned logic 

 
3D integration technology will not become commercially viable without the support of EDA 
tools and methodologies that will allow circuit designers to use the technology. Design tools 
remain a weak link in the 3D infrastructure, with better thermal modeling, finite-element 
analysis, floor planning, and layout tools all required for a smooth 3D design flow. Because of 
this, 3D integration has been limited to applications such as image sensors, and has not been 
easily applied to the design of complex 3D microprocessors and ASICs where it could have the 
most pronounced impact. 
 
Several companies and organizations are designing 3D memory stacks that can be used to 
replace individual memory die in many applications requiring more capacity than can be 
provided by one die. Examples include increased flash and DRAM capacity. Stacking memory 
die like this requires little redesign, except for the need to include space for the TSVs. Through 
clever design, it is possible to use identical die at every portion in the stack. Table 5-1 shows 
examples of different styles of 3D designs. 
 
The next level of complexity is needed when memory is stacked on top of logic. Such integration 
is desirable for many reasons, as discussed in the previous sections. Though design complexity is 
increased over that of a 3D memory stack, the clear functional partitioning makes it an easier 
design target than logic-on-logic. Fortunately, the required via density between the memory and 
logic layers is relatively modest, though higher than in the pure memory stack. 
 

Table 5-1. Different styles of 3D design [51]. 
Style Main Characteristics Comments 

3D Memory Stack Stacked identical memories designed only for the 
purpose of increasing capacity, by making a “super-
chip.” 

Simple redesign of existing memories. 
Requires only coarse vias. 

Memory-on-logic Custom memory, e.g., DRAM or cache integrated on top 
of a logic die, for a CPU or ASIC application. 

Requires finer vias. Logic power delivery 
usually through the memory stack. 

Logic-on-logic Redesign logic function to benefit from interconnect 
advantages of stacked 3D ICs. 

Benefits most from smaller vias on a 
narrower pitch. 

Logic-on-analog Optimized logic process wafer on top of optimized 
analog process wafer. Provides optimal cost/technology 
mix and can improve noise isolation. 

Coarse via pitch OK. Have to demonstrate 
advantage over packaging option. 

Mixed Technology 
(Heterogeneous) 
Integration 

Tightly integrated mixed technology (e.g., MEMS, GaAs 
or InP on silicon, or imaging array layer on silicon) can 
bring many system advantages. 

Via needs are very application specific. 
Could enable silicon photonics and a broad 
range of other applications. 
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The highest level of complexity, for an all-silicon system, would be to design a pure logic-on-
logic system. This has been heavily explored by both industry and academia for CPUs, FPGAs, 
and some DSP functions. It has the highest complexity because it benefits greatly from very fine, 
micron-scale through-vias, and requires intensive study of possible partitioning options. Other 
complexities introduced include test and debug, and larger process variations.  
 
In comparison to logic-on-logic, logic-on-analog (or RF) has not been explored very much. Part 
of the reason for this is that most mixed signal applications have low interconnect requirements 
between the digital and analog functions, and these requirements can usually be met with a 
packaging approach. Nonetheless, some applications are being explored in this realm, including 
mm-wave circuits and tight digital control of RF power amplifiers. 
 
The primary points of difference between 2D and 3D IC design are summarized in Table 5-2. 
This table focuses mainly on memory-on-logic and logic-on-logic designs. One obvious issue 
that has to be dealt with is partitioning. For memory-on-logic, the functional partitioning is clear. 
However, careful floor planning is desirable so as to best align the memory bandwidth with the 
logic functions that require it. Emerging physical standards for memory stack integration via 
locations will ease this issue somewhat. Such standards will also be needed to ensure multiple 
sourcing. 
 
For logic-on-logic 3D ICs, partitioning is much more complex. It can be done at the floor plan, 
standard cell, or even circuit (transistor) level, depending on the sophistication of the tools and 
designer. Issues to consider during partitioning include area minimization, power minimization, 
interconnect circuit performance, heat flux density, clock distribution, yield and test. If die are to 
be tested to ensure KGD before a die-on-wafer integration, the partitioning options are limited by 
the available test points. On the other hand, if wafer-on-wafer integration is planned, testing 
before integration has relatively little value, as there are few options available to not using the 
bad die. In this situation, the 3D die could be treated as one integrated structure for design 
purposes (and for yield prediction). Another complication would be the added inter-transistor 
variation that will be present between transistors in different source wafers. Another difficult 
issue with logic-on-logic 3D ICs is the added mask, etc., costs of designing two wafers at once. 
In contrast, memory-on-logic parts will most likely reuse standard 3D memory parts. 
 

Table 5-2. Differences between 2D and 3D design [43]. 
Design Issue Main Difference(s) in 3D Comments 

Partitioning Have to decide on partitioning of functions 
between die in the stack. Lack of standards 
for integratable memory functions to enable 
multi-sourcing. 

Relatively easy for memory-on-logic but can be hard 
for logic-on-logic. Issues include performance, 
process variations, yield, test and debug. 

Yield and Test Have to decide if parts are to be tested before 
or after integration. 

If using die-on-wafer integration, pre-testing is 
possible and potentially worth the effort for larger die. 

Debug How to debug when functions are partitioned 
and observability is difficult? 

None 

Thermal Design Total heat flux is higher. It can be difficult to 
cool interior functions. 

None 

Power and I.O 
Provisioning 

Power and ground current delivery and I/O 
might have to be built through complex via 
stacks. 

None 
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Even with design tool shortcomings, TSVs have numerous end uses (memory, logic, power and 
sensors) that are pulling the technology. In other words, it is not a technology looking for a 
problem to solve—there are plenty of problems that need solving. There are numerous 
companies that have TSVs on their technology roadmaps, which will make this a technology 
NASA will need to evaluate. 
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6 Recommendations 
TSV is the type of technology that requires close watch for commercial applications that could 
be of interest to NEPP and NASA flight projects. There are a number of companies that are 
extremely active in this field.  
 
Work in this area has already reached “critical mass” such that in the near future there will most 
likely be products introduced using TSVs because of the advantages this technology offers in the 
area of 3D integration.  
 
This technology is not mature enough to start new work in the coming FY; therefore, no new 
NEPP task is recommended for FY2010. However, implementation of this technology is moving 
quickly and a proposal in FY2011 should be considered. 
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