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During the launch of Mars Odyssey, ground data system (GDS) engineers experienced a
glitch in the ground data system that caused us to re-evaluate how welooked at spacecraft
telemetry, particularly during the spacecraft. ment perled d for critical spacecraft
events in flight. Spacecraft telemetry told the Ument engineers about the
health and status of the spacecraft, but there'w e information about how well
the ground data system was doing in getting inforn he spacecraft to the engineers.

The problem for the Mars Odyssey Iaunch was with a smglarr:héhhel not updating as often as

that this pamcular channel did not provide information that was cruclal for launch. It was only
after the post launch acqwsﬁicn of fhe Odyssey sngnal that ground data system engineers
| e oy

While the spacecraft engineers were celebratlng’ a SUc‘éeSSfUI launch, the GDS engineers
were busy investigating the loss of a channel. We pinned down the culprit fairly quickly — the
table that Flight Operations was using to extract ci'lannels from the raw telemetry was for an
earlier version of flight software! So when the ground system tried to extract a channel, it
would occasionally run into an undefined channel, at which point it marked the record to
indicate that it had ¢ glven up trying to extract channels from that particular packet and moved
on. There? -message to the operafor s terminal, but it was lost in a vast sea of

operatloné messag

The Case for the Grgggd Data System L

¢ an : 'dead -last in the hierarchy of any spacecraft project -
want to take a little funding from their GDS and put it toward
‘B ss of the Mars Climate Orbiter demonstrated that even the humble
1 could contribute a great deal to the loss of a mission. The incident at the
owed the potential impact the ground data system could have during

nd during the Assembly, Test and Launch Operations (ATLO)

s.the ground data system to diagnose serious problems in their

Whl e lt seems obvuous that missing telemetry data is a bad thing, it has become even more
of a bad thtr_\gaas spacecraft design has changed over the last decade. With missions that
used Time Division Multiplexing, channels were sampled and transmitted at regular intervals
— if you miss d one, another one would come along soon. With the rise of packet telemetry,
information is much more event-driven. Information is still repeated, but the possibility of
missing & single event is now higher and much more dependent on the quality of flight
software. And of course, there is more data. The Mars Reconnaissance Orbiter (MRO) has a
- maximum rate of 6 megabits. The number of channels within spacecraft telemetry is also
.~ going up — XX for the Mars Exploration Rovers, YY for MRO. Again, the question we need to
. ask is How well is the ground data system doing in getting information from the
‘spacecraft to the engineers? This type of monitoring must begin in the pre-Launch phase




as part of a concentrated effort to verify that both the spacecraft and ground data system
function as needed.

In response to the table mismatch at the Mars Odyssey launch;
Mars Exploration Rover the GDS developed a relatively simple.
Monitor, to monitor for potential communication problems be '

systems. The way DQM reported telemetry metrics was .also influenced by th
experience; the possibility of a GDS engineer getting a call in the middle of the n|g tf
test engineer complaining that they weren't seeing any data. We needed information tha a
test engineer could easily find and relay over the phone, s0 we could pinpoint the problemy’ -
and go back to bed as soon as possible. e

While DQM was successful for MER, the Mafs"' Fiecéhnaissance Oy,rb‘itfer came along and
showed us shortcomlngs of the DQM and, our telemetry metncs;When you are working with a

combined, you get some surprises. With its 6 meg Fa.tegénd simultaneous Ka-band
and X-band capability, MRO has challenged the groun 3 system more than any other
mission at the Jet Propulsion Laboratory in the last 20: ye .The

whlchever occurs f" r .

Sync State History. Once the data Heartbeaf messages assure us that the ground data
,system is indeed recetvmg'data the GDS engineer needs to know the current status of the
? Are we rece 3ty (Insync) or junk (Outasync). If the system is

re we getting idle daté'?: That would explain why the spacecraft engineers are
complaining that they aren’t seeing data, but indicate that the ground system was performing
as expected. For the Mars Reconnaissance Orbiter we have found it useful to know which
virtual channel was currently being downlinked; if a science virtual channel were coming

Lo down it would explain why no one was currently seeing any engineering data.

e Sync State History and the Data Heartbeat mformatlon letting

uently gomg back through perhaps thousands of heartbeats to know when
system changed. It was the information on things changing that was really
needed. | sat down at a workstation and looked at ground data system software that
reported the system was currently “Insync”, you'd almost always ask yourself “Well how
long have | been insync? Two hours or two minutes?”. Particularly if you'd just been called
because users were experiencing data outages. For the MER and MRO Projects we set the
up the Data Quality Monitor tool so that the *States” were configurable. The records of
L inter ose that indicated a “state” had changed — appeared for the first time, the State,
5 currentehme and other information were reported then on. DQM did not report anything else
until a different record that appeared in our "States” file was received. This history of changes
was-often invaluable when analyzing problem reports in the system. The Sync State History

the state




was a relatively small report that could quickly tell you when the systefr erienced data

outages.

Packet Sequence Anomalies need to be monitored, but the
that the GDS engineer worries about. CCSDS tells us that for

packet sequence anomaly. The spacecraft can have all kinds of legitimate rea
creating a packet sequence anomaly, and it generally takés some knowledge of the:
spacecraft activities to help explain all the anomalies. Bu!;our goal is to know how well{ .
ground is communicating with the spacecraft, so some anomalies are more “suspicious” then -
others. A gap that spans a very short period of time and covers just a few packets is unusual;
mode changes and operational problems typlca ;:Q\fer a bigger. ‘span of time and/or

packets. During flight of course we expect to $ee packet gaps due signal loss, but people

are often surprised at how often they occur prior: to launch. In testbeds packet loss without

any corresponding change in the sync state (droppmg sync u&ﬁy indicates a problem in
Flight Software or the Ground System — and of course the Gmund System would need to be
the first area examined for failures. s :

During pre-launch testing for the Mars Exploration Rovers (MER)' 1&T engineers started
reporting that they were not seeing the changes they expected in certain channels.
Investigation showed that individual users were not receiving all the data'coming from the
spacecraft, and that the amount Gf ﬁata mtssmg could vary W|dely between workstations on

during pre-launch tests and only ha: ght see certain conditions reported by the
ground system...The exact cause of th | something of a mystery. Some people thought
r ' ) ce loss on some of the older networks seemed
g transmitted has also been linked to the
ly decreased their packet size for some

. ‘Is‘the latch opened ‘or closed’? There our two kinds of communication problems that
can be Gausad by decommutation errors. The first is the loss of telemetry. When the JPL
Ground Data System detects an error in the decommutation process it stops decommutating
that record: and marks it with an error flag. So any other channel measurements in that
partlcu|ar f&QDrd are never extracted — this was the case during the Mars Odyssey Launch

&1emetry JPL missicns use tables in the Ground Data System to determine
Is occur where in the telemetry. These tables are typically generated by Flig_ht

are j(‘El'elivery The wrong version, or a buggy version, means that channels may go out

' “.which are incorrect. The decommutation error isn’'t noted untit it hits a condition the software

can’t handle — a channel in the data isn’t found in the table, or the packet length is shorter
than the tables indicate, so the decommutation can't be done. But channels prior to the error



detection may be available via the ground system and received by the spacecraft engineer.
So a misconfiguration of the Ground System can have the same im

software. This was the problem that inspired us to create the Dat;

MRO - Latency and Volume

The Mars Reconnaissance Orbiter, launched in August 2 005 has a maximum down K.
telemetry rate of 6 megabits, which is unprecedented Jet Propulsion Laboratory. The
SIRTF missicn has a maximum downlink rate of 2. its, and the other Mars missions
had maximum rates that were well under 1 megab iring MRO'’s Assembly and Test
Phase we were constantly being challenged witt MRO GDS chi "ce lose data or fall
behind?

Prior to launch, the serial interface betweery!
critical juncture between the two systems. The's: )
spacecrafts data rate; the ground system must b ‘ d the data from the serial
interface at that rate. If the ground system is not there: fo "‘the data as it is being written
by the serial interface, the serial interface will drop the data mto the proverbual bit-bucket
never to be seen again. This is the dreaded "Data OverRun” condltlon

e ground data system is the
perates at the rhythm of the

y t horsepower to spare on the workstations and
ether basellne system appeared to
wa "peratsng at the edge of our

At a 6 megabit telemetry raf;
networks that made up the ground data
handle the system in some instances, we fouing
performance requirements. A burst of ocutasync data or a imp in the percentage of
channelized engineering could break:the chain cations used to process the data,
causing a Data OverRun. To handie such bursts, we increased the size and complexity of the
buffers we used in the ground data system e problem with this was that these bursts
would cause the ground system to “back from the spacecraft engineers perspective, and

i ,rther and further behind the current time

etry, or they wou dn't be able to send commands to avert some
' ngineers were understandably leery of not knowing
4 st So falling behind was not an option during ATLO
Ll the ground data system to handle backlogging. Data

, Llld flow in as the data lines allowed (W|th1n some maximum limit
he majority of that 6 megabit data was science data; the PrOJect sald that the

Eighteen day*s after the MRO Launch, the MRO ground system engineers found out that their
latency problerns were not over with ATLO. The spacecraft was downlinking telemetry at 650
. kbits ~ a bit high but within the range of normal operations. And spacecraft engineers

" ed as' the data being delivered to them fell further and further behind the current time. It

s gi
;—-that when we went back and measured data latency (the difference between when the bits
first arrived on earth and when telemetry channels were actually extracted and presented to



the users), we found that we had climbed to a maximum of 53 minute: nd in processing

telemetry in realtime.
[ Graph Here ]

What could have caused this defay? MRO had downlinked at 550Kbits before without this
happening? The answer, and our next telemetry me’(nc is volume, &

While the MRO downlink rate was not unusual,
incident was the volume of engineering data
been set up with the understanding that reall

: hat was unusual about this particular

_Id be around 35k, even
been true prior to this. This

Data Volume is an importan
because it can measure how:
the edge of their performance 1t
got through one test at 6 megablts
the percentage of ldle data in the"

wever, particularly in ATLO,
 mission like MRO, operating at
fell th entlre story. Just because we
ee sliccess at the next test because of

sequences ar
running at 6

eng
concemed with. ldeall
volume over dlfferent

y frames {and hopefu_t:ly those time frames would be set-able
look at’ olume_over relatively small penods as well as the span of

jftware Operators just did not spot the relatively unobtrusive

ge barrage of information that was coming in to them. If operations
trouble with these displays, what chance does a spacecraft I&T engineer
exercise ground software and flight software in the Project Testbeds? Is a
1 stem engineer required for every test? Not if the ground system provides a
layered set f‘mformatlon

.. Ground data systems are typically designed for ground data system engineers; the
. appfications give a huge amount of information that the end user is not really interested in.
‘We don't really care what the engine temperature is when we drive our car — we just want to
: if the temperature is too high. Our car dashboards don't scroll messages by that tell us
“that all car doors have terminated their closure procedures successfully; it just rings a little
bellif we have left one open. Our car is not a bad model for the interface the ground data
system should be giving to the majority of its users. It's a pretty complicated piece of




f needs to know
eds will bring up
’round never to

equipment that has had its information reduced to the minimum tha
about. Most spacecraft engineers | have watched operating in Proj
the ground data system as required and then immediately put it |
be looked at again. They'll look at displays for the spacecraft i
in, but they are typically not interested in information about th
they have problems). I've often wondered if we could reduc 1
Light: ‘

Green: Running Just Fine
Yellow: You may be missing some data
Red:  Go get a Ground Data System Engi

Of course, a ground data system engineer would want to know much more about the system,
particularly if called in the middle of the nlght The application pragrammers would want to
know even more about what their individual’ appllcatmﬂ was do%ng All three levels of
information are needed, but too much information may be as obfuscating as too little
information (as it may have been during the Mars Odyssey Launch). This information should
not be combined in the same one-size-fits-all display;-it shauld be |ayered for the different
classes of users. :

At the low end of the lnformatlbn scale .we need a bare mlmmum.qf f¢ g'matlon about the

e.gr
glve at green-hght any meaning. The only other real
‘ more of these metrics has a problem, as
the ground data system. This is analogous to

At the hig
application develope : put in for momtorlng t eﬁcurrent state of their application. Iranically,
this is probably the most common type of information we see in the ground data system and
the teast used. |nformatmn in ihss class would be application specific and give little insight

Tetemetry metﬂcs fail in the middle of the scale. They are related to the status of the ground
- data system rather than:a particular application. They are of low-interest to the non-ground

; .data system user (but of greater interest if the system does not appear to be working
correctly). Within this: area, there should be another set of layers: summary and history.

sritical mission ‘svents, GDS engineers monitor the ground system just as the

gam monitors the spacecraft subsystem. They need to see the current status of
eas discussed; the current number of gaps in the data, the number of
“errors observed, the data latency right now. But for troubleshooting system
hey've occurred (and they are often not obvious until after they've occurred)
the groun data system engineers need to review the history of telemetry metrics: show me

. allthe gaps Fhat occurred between 12 and 1pm. When did we go out of sync on March 28"?

ere-any decommutation errors during the test? Pity the poor mechanic who only gets

. hearsay that the car was making funny noises last week; the GDS engineer, given a well
. defined ground system that records telemetry metrics during processing can have a much

"clea?er view of what happened to the system, even when it's been unattended.



nformation about the
a very simple
ents that should

The Data Quality Monitor was an attempt to isolate and monitor key.
quality of communication between the spacecraft and the ground syst
interface. We learned from MRO that latency and data volume ar
be added to this list of telemetry metrics. The experience on JP s vario
been that ground data system engineers need information abo «;s;aacecraﬁt
the spacecraft engineers need telemetry about the spacecraft for the success ft {




