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During the launch of Mars Odyssey, ground data system (GDS) engineers experienced a 
glitch in the ground data system that caused u$tore~evaluate hOYi.We looked at spacecraft 
telemetry, particularly during the spacecraft.de\l~()pment peri99a~9for critical spacecraft 
events in flight. Spacecraft telemetry told the . ncjiln!$~~ment engineers about the 
health and status of the spacecraft, but there'. .g!yllttJe information about how well 
the ground data system was doing in getting inform qlJl!ti1e spacecraft to the engineers. 

The problem for the Mars Odyssey launch was with ~~j~gleChannel not updating as often as 
expected. Spacecraft engineers considered calling off the LauncJl,but eventually decided 
that this particular channel did nolprovide information that was crupia.1 fqrlaunch. It was only 
after the post launch acquisition oft~e qdyss~n signal that ground d.ata system engineers 
heard there had been a concernaPQuUhe channel. 

While the spacecraft engineersW~re celebrating a sucCle$sfIJllaunch, the GDS engineers 
were busy investigating the losso! a.channel. WE\pinneddownthe culprit fairly quickly - the 
table that Flight Operations was using to extractchannels from the raw telemetry was for an 
earlier version of flight software! Sowhen.thegrolJnd system tried to extract a channel, it 
would occasionally run into an undefinecjchannel, at which point it marked the record to 
indicate thaUt.had, ~iven up trying to extraptchannels from that particular packet and moved 
on. There~~~anEirfOrmessage to the operator's terminal, but it was lost in a vast sea of 
operationalme$S~es, . . 

The C •• afor the Ground Data System 

The ground data sy~~mg~l:l~ra!,yrar~s~ead-last in the hierarchy of any spacecraft project -
what Project Mal"lag~~'*~"'lcjn'tWanttqtake a little funding from their GDS and put it toward 
theirspace.craft'? .. )"e~the loss of the Mars Climate Orbiter demonstrated that even the humble 
grounddata'$y,t~j'T1 could contribute a great deal to the loss of a mission. The incident at the 
OdysseylatJl:le' ed the potential impact the ground data system could have during 
mission critiCal........)And during the Assembly, Test and launch Operations (ATlO) 
phaSe, every niiSSiOlt4~esthe ground data system to diagnose serious problems in their 
hardware and flightsoftWare; 
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While it seems obvious that missing telemetry data is a bad thing, it has become even more 
of a bad thing as spacecraft design has changed over the last decade. With missions that 
used TirneDI~ision Multiplexing, channels were sampled and transmitted at regular intervals 
- if you missedone, another one would come along soon. With the rise of packet telemetry, 
informationisi'nuch more event-driven. Information is still repeated, but the possibility of 
missing asirigle event is now higher and much more dependent on the quality of flight 
software. And of course, there is more data. The Mars Reconnaissance Orbiter (MRO) has a 
maximum rate of 6 megabits. The number of channels within spacecraft telemetry is also 
going up - XX for the Mars Exploration Rovers, YY for MRO. Again, the question we need to 
aSk isHow well is the ground data system doing in getting information from the 
spacecraft to the engineers? This type of monitoring must begin in the pre-launch phase 



as part of a concentrated effort to verify that both the spacecraft andgtounl:ldata system 
function as needed. 

In response to the table mismatch at the Mars Odyssey launch'<:l~rh'lgt/1~i"lTl;p phase of the 
Mars Exploration Rover the GOS developed a relatively simpl~iPrpgram,tnt!l)?~i;Cil'41ality 
Monitor, to monitor for potential communication problems bet>Aililen the Flighr~nl:l:sr()und 
systems. The way DQM reported telemetry metrics was ,also influenced by the Al'LO ,. 
experience; the possibility of a GOS engineer getting a call in the middle of the nighnr661,~ 
test engineer complaining that they weren't seeing any data. We needed information 'that~ 
test engineer could easily find and relay over the phone,so we could pinpoint the problem 
and go back to bed as soon as possible. 

While OaM was successful for MER, the Mars ReoormaissanceOrbiter came along and 
showed us shortcomings of the DQM and ourt~lern~try metriqs.When you are working with a 
spacecraft that is capable of sending downlllore Qa~than.~U~revious Mars missions 
combined, you get some surprises. With its 6 meQapit'(:llililrate and simultaneous Ka-band 
and X-band capability, MRO has challenged the grou~dqata$ystem more than any other 
mission at the Jet Propulsion Laboratory in the last 20y~a~s.TreJoliowing list of telemetry 
metrics is a direct result of the "Lessons Learned" from these Ml!lrsMissions. 

Telemetry Metrics 

Data Heartbeat tells us how~rii ''':a'i~~ seems obvious, 
but there is one potential area:& "',', fusl&n.iT ," '" ~qtlirEll]ne!lt51hould be to have a relatively 
steady report interval, even whel'1Jhedata rateisqh,!i!ngi~~,dynflmically and drastically; at 
550k I'm happy to get a heartbeat message everySOOO bytes" but if the data rate suddenly 
drops to 120 bits per second, I cert~inlydon'twant to wait until I get 8000 bytes to get a 
heartbeat message. On the other hand,IUhe,system is barreling along at 6 megabits, I don't 
want a heartbeflt every 8000 bytes -n~·I'l.e~dtb see the workstation dump out 93 messages 
a second. ThlsTElClulresbeing able to set some either/or type requirements on heartbeat 
reportingtteUmewh~rj I get N bytes ot however much data you got in the last two seconds, 
whichever OCcurs first. 

Sync State History. On<;e thedataHeartbeatmessages assure us that the ground data 
sys.tern is indeed receivin~.data,tr~G[>Sengineer needs to know the current status of the 
telemetliY?Are w~r~'vingvati(ltelern~tfY (Insync) or junk (Outasync). If the system is 
lnsyn¢,ar~we getting idle data? Thatwould explain why the spacecraft engineers are 
complaininQlhlllthey aren't seeing data, but indicate that the ground system was performing 
as expected. Fottlie Mars Reconnaissance Orbiter we have found it useful to know which 
virtual channel~ascurrently being down linked; if a science virtual channel were coming 

. down it would explain Why no one was currently seeing any engineering data. 

some systems comhinetheiSync State History and the Oata Heartbeat information, letting 
youk:!lPWl#ith each insync or outasync record your current status. GOS engineers then found 
themselV(!~frlilquently going back through perhaps thousands of heartbeats to know when 
the stateof't~Elsystem changed. It was the information on things changing that was really 
needed. I(yol;hlat down at a workstation and looked at ground data system software that 
reported that"tM system was currently "Insync", you'd almost always ask yourself "Well how 
long havetb"een insync? Two hours or two minutes?". Particularly if you'd just been called 
because Users were experiencing data outages. For the MER and MRO Projects we set the 
up theD{ltaQuality Monitor tool so that the "States" were configurable. The records of 
in,erest!;..;}hose that indicated a "state" had changed - appeared for the first time, the State, 
current time and other information were reported then on. OaM did not report anything else 
until a different record that appeared in our "States" file was received. This history of changes 
was often invaluable when analyzing problem reports in the system. The Sync State History 



was a relatively small report that could quickly tell you when the syst~lhl"txperienced data 
t 
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Packet Sequence Anomalies need to be monitored, but they ~~!JI6t ' .. 
that the GDS engineer worries about. CCSDS tells us that fqr~I!Iik~n A .' 
sequence counter will increment by one or rollover from 16383.tob. Any olhef 
packet sequence anomaly. The spacecraft can have all k,indsoflegitimate rea!;' 
creating a packet sequence anomaly, and it generally ta~~s some knowledge of t e:. 
spacecraft activities to help explain all the anomalies .. J;M our goal is to know how wellthQ 
ground is communicating with the spacecraft, so sOIll"tlanomalies are more "suspicious" then 
others. A gap that spans a very short period of tillleand covers just a few packets is unusual; 
mode changes and operational problems typi9"'llypover a bigger span of time and/or 
packets. During flight of course we expect to see packet gaps dUe. to $ignal loss, but people 
are often surprised at how often they occuq~rior{Q,.Ic;lunch. In testbeds, packet loss without 
any corresponding change in the sync state (dreppin~ liiync)~)fu~lty indicates a problem in 
Flight Software or the Ground System - and of course the Ground System would need to be 
the first area examined for failures. 

During pre-launch testing for the Mars Exploration Rovers (MER), I&T engineers started 
reporting that they were not seeing the changes they expected in certain channels. 
Investigation showed that individual users were not receiving all the datc;lcoming from the 
spacecraft, and that the all1ountofdatamissing could vary widely between workstations on 
the same local area network.Foryears,'~PL~ngjnee~shad relied on receiving broadcast 
data, which was based on UDP,\i'Jhile theptotQ,C()I~jd·notguarantee that data would be 
delivered (as in TCP/IP), performagqe over theY~liiIrsshoW'~f1egligible loss, and setting up 
to receive broadcast data was sirtlplerfor use('S\hana point~tO"point connection. This all 
changed with MER; 8 analysts couldbeliiittir'~at~orkstatiens monitoring the spacecraft 
during pre-launch tests, and only ha~()Uh~m!lTlight see certain conditions reported by the 
ground systelll'Th~ exact cause of thi~:j,$:sfru'something of a mystery. Some people thought 
the new n~ty.'.Or~swltQh~s were to bla '. . .' loss on some of the older networks seemed 
smaller.,Tl'le:'s,~e,.()f~~~'~~lemetry pack "Iltransmitted has also been linked to the 
problem .. ForMROi'thesPliIcecraft team .. lIydecreased their packet size for some 
engineering records; fhey now feel that data less for broadcast data is at acceptable levels. 
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N6tHaving this metricavailabl~ leavestheFHght Project vulnerable. The Deep Impact Project 
Usedth~telemetl'YPliIeketco9r1t~rsaslilF1ight Software routing field; consequently, there 
wasnewaY,easy~odeterminethaIP!lekets were being lost in the ground system. If MER had 
notdisceyered thehroadcast problem, Deep Impact may have been left with some true data 
mysteriesteso~. 

Decommutation Errors Decommutation is the process that extracts actual telemetry 
me~surements from the data. These measurements (channels) are typically the unit of data 
the spacecraft engineers are most interested in - what's the temperature of the left solar 
panel? Is the latch opened or closed? There our two kinds of communication problems that 
canbeeaused by decommutation errors. The first is the loss of telemetry. When the JPL 
Ground DliItaSystem detects an error in the decommutation process it stops decommutating 
that record and marks it with an error flag. So any other channel measurements in that 
particular record are never extracted - this was the case during the Mars Odyssey Launch. 
The secondpl'Oblem is incorrect channel values. Channel values are not completely defined 
in the c;lqfl.\aUelemetry; JPL missions use tables in the Ground Data System to determine 
which etiannels occur where in the telemetry. These tables are typically generated by Flight 

.S)Qft\ifaie;pf take inputs from Flight Software, so new tables are typically set up for each flight 
':'software aelivery. The wrong version, or a buggy version, means that channels may go out 

which are incorrect. The decommutation error isn't noted until it hits a condition the software 
can't handle - a channel in the data isn't found in the table, or the packet length is shorter 
than the tables indicate, so the decommutation can't be done. But channels prior to the error 



detection may be available via the ground system and received by t~$~p~cecraft engineer. 
So a misconfiguration of the Ground System can have the same im~iiI ... bug in Flight 
software. This was the problem that inspired us to create the Data'QiI . Mcmitor. 

MRO - Latency and Volume 

The Mars Reconnaissance Orbiter, launched in Augustg005, has a maximum dowimh~ 
telemetry rate of 6 megabits, which is unprecedentec:i·atthe Jet Propulsion laboratory. The 
SIRTF mission has a maximum downlink rate of 2rry,~~bits, and the other Mars missions r· 
had maximum rates that were well under 1 megapit,j:?ijring MRO's Assembly and Test 
Phase we were constantly being challenged wjth.t~e""'RO GDS cl1dice - lose data or fall 
behind?:.:· . 

Prior to launch, the serial interface betweerf.th~ raft ah.d ll'le ground data system is the 
critical juncture between the two systems. The . .. ....• .. •.... ~rf~~1:Idperates at the rhythm of the 
spacecrafts data rate; the ground system must be aple~~f-$ac:l the data from the serial 
interface at that rate. If the ground system is not theretoreac:ithedata as it is being written 
by the serial interface, the serial interface will drop the data into the proverbial bit-bucket 
never to be seen again. This is the dreaded "Data OverRun" condition. 

At a 6 megabit telemetry rat$;thereV(<!s.h9.t~~r~e'power to spare ortthe workstations and 
networks that made up the gr9u~d data sYslE/tT).J1'fni!e t~e brseline system appeared to 
handle tne system in some instances, wefoun~tth~it'wasoperatin9 at the edge of our 
performance requirements. A burstof outasyncdlllta .cira·jurhplnfhe percentage of 
channelized engineering could break tne chain bfapplicafiol1s used to process the data, 
causing a Data OverRun. To handle such bursts,we increased the size and complexity of the 
buffers we used in the ground data system:T~eproblem with this was that these bursts 
would causeJh~!ilro~nd system to "baqk,t!P"'.from the spacecraft engineers perspective, and 
the data thewateMd¥i0uld be time~tag~further and further behind the current time. 
While spl;1 J~~ig~ttypically presentl:l~~at least as old as their one way lighttime, 
prelauii.~h . . nQt:cl?,,~idered acceptal?le;i~~Q had one instrument that was so sensitive 
to th~tll1alconditionsi'1()ne test that they determined they could not fall more than two 
minute~behind in th1~!~etry, or they woulGi.h't be able to send commands to avert some 

. . phic conditij)lt~.4;n . ft.E1l"!gineers were understandably leery of not knowing 
tnetr:~nt condi . f~ .......... ..... 9te~1. So falling behind was not an option during ATlO 
sndmOfeWor ...cwere;acf o.;tne ground data system to handle backlogging. Data 
latency: next telemetry metric that the Ground Data System needed to monitor . 

.. 
Surprisingl ..~·I~te!;1Cy was still an issue even after Launch. The telecommunication lines 
bety.'een JPr.; a~'dtr~stations of the Deep Space Network could not accommodate all of the 
~~IE!.lTletry generatec:li:p¥f\II~Oin realtime. So JPl developed a plan to send only the 
el"!Qil1eeri!}9 component.isolated in a number of virtual channels, across the lines to JPL in 
realtime.rhe remainderl,ybuld flow in as the data lines allowed (within some maximum limit 
of course);.mle majority of that 6 megabit data was science data; the Project said that the 
engineerihg·i:;(:lmponent would be a steady 35 kbits at most data rates, well within the range 
that JPLtYPlc~lIy processed for Flight Projects. 

Eighteen days after the MRO launch, the MRO ground system engineers found out that their 
latency problems were not over with ATlO. The spacecraft was downlinking telemetry at 550 
kbits .-.a l;Iithigh but within the range of normal operations. And spacecraft engineers 
wl;1tched as the data being delivered to them fell further and further behind the current time. It 
was Qtiginally reported that we fell 20 minutes behind. On examination however, we found 
that when we went back and measured data latency (the difference between when the bits 
first arrived on earth and when telemetry channels were actually extracted and presented to 
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the users), we found that we had climbed to a maximum of 53 minut~~bE!lhlhd in processing 
telemetry in realtime. ., . 

[ Graph Here 1 

What could have caused this delay? MRO had downnnked at 550kbits before without this 
happening? The answer, and our next telemetrYmettic, is volume. 

While the MRO downlink rate was not unusuaj''Nhat was unu~u~la~out this particular 
incident was the volume of engineering data ~lliIill~down. Thefl.lght ground data system had 
been set up with the understanding that realtime. ~Il9Jneering'f'91,JId be around 35k, even 
though MRO would be downlinking at a higherrate;!IiI~()this.hIilP been true prior to this. This 
particular incident was caused by a backlog of engih~er'rmdata onboard the spacecraft, 
which was down linked during this 53 minute period.Welook~dat the downlink rate and saw 
the same 550k rate, but failed to notice that the actual vOlorjll!l~f~!')gireering data had shot 
up, taking up the entire bandwidth.As the graph above shoW$'~Sc Scoonas the volume of 
engineering data fell, latencYJ)E!9ant9 qrop, 

Data Volume is an importatJ .. '.' jci~r$ti~~>f~~~n- ~l1owever, particularly in ATLO, 
because it can measure how'1~fl'~h~.I.ike· aglV~o ....... ' .. ' ... Fqr:~:l'Ilis!>ion like MRO, operating at 
the edge of their performancellilar~i!'l,bit.rate d?rlf noteUt/l~entire story. Just because we 
got through one test at 6 megabitlf':~l:le;> not gll~~ntee succeSs at the next test because of 
the percentage of idle data in thedata;>treallilrF9rexample, Test A could run at 6 megabits 
with 60% of it's downlink composedqf!q.lefi:~lliIes - this is often true in ATLO where 
sequences are.Hllde.rdevelopment andthe~l'BD" areas are filled with Idle data. Test B, 
running at6rn~~b!tsWith only 10% IdkHrames, has the potential to stress the ground data 
system lliIyChm~~e,!Jhe.bit-rate is usefol;info.rmation for the GDS engineers, but the volume 
of actu~l·engineering'data that makes up th~tb8ndwidth is the real number we need to be 
concernedwith. Ideally,(;any data quality mO!'ljtQ:ring applications are going to measure 
vqlume over differenttime frames (and hopefUlly those time frames would be set-able 
Parameters). You W8!l.JtQ lOOk at.volurne over relatively small periods as well as the span of 
ellti.retests, so y ~.:~~~:volurn~'''$pikEl's· in the telemetry flow. I n the graph shown for the 
MROJncident, v was measured. over a minute. 
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Inform~tlor1:Layering 

How informatlo!liSPfElS~llted to users is at least as important as What information is 
PfEt~Etnted to user$'r~hEt"Aecqmmutation errors that occurred during the Mars Odyssey 
Launch wEtre detectedi·by~s·oftware. Operators just did not spot the relatively unobtrusive 
mess1"~EtbEthind the hugl1lbarrage of information that was coming in to them. If operations 
personne1ha.vEt trouble with these displays, what chance does a spacecraft I&T engineer 
have whe!lt~~y exercise ground software and flight software in the Project Testbeds? Is a 
ground da.~!ill~ySitem engineer required for every test? Not if the ground system provides a 
layered set r;>fJnformation. 

Grounddat~$ystems are typically designed for ground data system engineers; the 
applic;~tion$give a huge amount of information that the end user is not really interested in. 
We 9on'treally care what the engine temperature is when we drive our car - we just want to 
knovvlf1he temperature is too high. Our car dashboards don't scroll messages by that tell us 
thsitalicar doors have terminated their closure procedures successfully; it just rings a little 
bell if we have left one open. Our car is not a bad model for the interface the ground data 
system should be giving to the majority of its users. It's a pretty complicated piece of 



equipment that has had its information reduced to the minimum that thc:ilis~~needs to know 
about. Most spacecraft engineers I have watched operating in Pro' ds will bring up 
the ground data system as required and then immediately put it i ............ ~ound, never to 
be looked at again. They'll look at displays for the spacecraft i . . . .......... ~tt\~y~~.interested 
in, but they are typically not interested in information about t~~':...U~d dat~$y.~~!p(l!nless 
they have problems). I've often wondered if we could reducEl.1he stem to a sihglfjJdlQt 
Light: . '. + •. , ....... . 

Green: Running Just Fine 
Yellow: You may be missing some data 
Red: Go get a Ground Data System Engineer; 

Of course, a ground data system engineer wQtlldYfant to knowmu~hll1ore about the system, 
particularly if called in the middle of the night The.application programmers would want to 
know even more about what their individual appliQl:I!ion was do(ng. All three levels of 
information are needed, but too much informattonmaybe/isobfuscating as too little 
information (as it may have been during the Mars OdyssElY Launch). This information should 
not be combined in the same one-size-fits-all display;itshol,lIdbe layered for the different 
classes of users. 

At the low end of the informatibnscale,y.'e need a bare minimum<>fltWormation about the 
ground data system for thenOn-grqUnd qlitarysfElmusers (spacecraft and flight software 
engineers who run the grounddatasy~tet:J'l/ispart5>f~eiroperational testing). This could be 
as simple as the GreenIYelloW1Redidiot light cC1d.e.ft'1E1l'!ti(m~Qa~ve, but there is a good 
argument for including some klnd9fheartbeat infqrrrationl'\er~as well. Our cars give us 
feedback by moving (or not), andusEl~~need to'<05>W that the ground system was ok the last 
time it was checked at hh:mm:sslogiveJhatgrEl&!'ilight any meaning. The only other real 
telemetry metric these users need is thlitCil'!ebrmore of these metrics has a problem, as 
indicated by \hElr"yell()w" or "Red" co~djtibn"o~the ground data system. This is analogous to 
the alarms actually set on spacecraft data/ino might benefit from a similar implementation. 
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At the hlghElnd of the ir;Jformation scale, we~,velow level application information that the 
appli~atiOn developers put in for monitoring thElcurrent state of their application. Ironically, 
this is p(obably the most common type of information we see in the ground data system and 
the.least used. Informati9ninthiS PI~ss\'Vould be application specific and give little insight 
into thEl status oft~esYstem~a Wh(>iEl.ltis certainly helpful to the software developer 
creating the applipl:Itioo; but its use to thfjhigher level user is limited. This area is most likely 
to los.ethe critioal'error message among a sea of status messages. 

Telemetry metricsfall in the middle of the scale. They are related to the status of the ground 
data system rather than a particular application. They are of low-interest to the non-ground 
dat;asystem user (bu~()f9reater interest if the system does not appear to be working 
co~rlil~Iy), Within thisarea~ there should be another set of layers: summary and history. 
DuringC .' I mission events, GDS engineers monitor the ground system just as the 
space .,' .,', tEl~m monitors the spacecraft subsystem. They need to see the current status of 
the telerret(Y':lireas discussed; the current number of gaps in the data, the number of 
decommufatipn, errors observed, the data latency right now. But for troubleshooting system 
problemsaft~rthey've occurred (and they are often not obvious until after they've occurred) 
the groun~data system engineers need to review the history of telemetry metrics: show me 
all the gapst,hat occurred between 12 and 1 pm. When did we go out of sync on March 28th? 
Wereth~r~any decommutation errors during the test? Pity the poor mechanic who only gets 

." , h~<!r~~y:i.that the car was making funny noises last week; the GDS engineer, given a well 
, deflned:9'round system that records telemetry metrics during processing can have a much 
clearer view of what happened to the system, even when it's been unattended, 



The Data Quality Monitor was an attempt to isolate and monitor key!o~~!\'nation about the 
quality of communication between the spacecraft and the ground slst~Tjna very simple 
interface. We learned from MRO that latency and data volume arem~aS\ltements that should 
be added to this list of telemetry metrics. The experience on JPI.:s vari6us ,Mat$; Missions has 
been that ground data system engineers need information abOu(spacecraftt~lQrj'l~tJ:y just as 
the spacecraft engineers need telemetry about the spacecraft for the success of tl1e;mission. 


