
Revisiting Training and Verification Process Implementation 
for Risk Reduction on New Missions at NASA's Jet 

Propulsion Laboratory 

Lany W. Bryane and, Ruth S. Fragoso2 

Jet Propulsion Laboratory/California Institute o/Technology 
Pasadena, CA 91109 

[Abstract] In 2003 we proposed an effort to develop a core program of standardized 
training and verification practices and standards against which the implementation of these 
practices could be measured. The purpose was to provide another means of risk reduction 
for deep space missions to preclude the likelihood of a repeat of the tragedies of the 1998 
Mars missions. We identified six areas where the application of standards and 
standardization would benefit the overall readiness process for flight projects at JPL. These 
are Individual Training, Team Training, Interface and Procedure Development, Personnel 
Certification, Interface and procedure Verification, and Operations Readiness Testing. In 
this paper we will discuss the progress that has been made in the tasks of developing the 
proposed infrastructure in each of these areas. Specifically we will address the Position 
Training and Certification Standards that are now available for each operational position 
found on our Flight Operations Teams (FOT). We will also discuss the MGSS Baseline 
Flight Operations Team Training Plan which can be tailored for each new flight project at 
JPL. As these tasks have been progressing, the climate and emphasis for Training and for 
V &V at .JPL has changed, and we have learned about the expansion, growth, and limitations 
in the roles of traditional positions at JPL such as the Project's Training Engineer, V &V 
Engineer, and Operations Engineer. The need to keep a tight rein on budgets has led to a 
merging and/or reduction in these positions which pose challenges to individual capacities 
and capabilities. We examine the evolution of these processes and the roles involved while 
taking a look at the impact or potential impact of our proposed training related 
infrastructure tasks. As we conclude our examination of the changes taking place for new 
flight projects, we see that the importance of proceeding with our proposed tasks and 
adapting them to the changing climate remains an important element in reducing the risk in 
the challenging business of space exploration. 

I. Introduction 

For over a decade, flight projects have changed their approaches to conducting missions as a result of cost caps 
and shortened schedules. Some of these changes are new approaches while many others are just scaling back of 
traditional approaches. The problem with scaling back an effort is that risk scales in the opposite direction. This is 
precisely the case with the preparations of individuals, teams, interfaces and procedures. Decreased preparation has 
increased the risk of error. In light of this situation, we identified the following Statement of Need: 

The Mission Management Office needs to reduce risk factors for project success associated with personnel performance, 
interfaces, operational processes, and system implementations. l 

We proposed a new approach for the Mission Management Office (MMO) (now the Multi-mission Ground Systems 
and Services [MGSS] Office that we felt could be effective in the current climate of small, innovative, low cost 
space mISSIOns. Attempting to stay with JPL's traditional approach to operations training has led to two 
unacceptable scenarios. The first is to delay funding for project training and then expect to hire a training engineer 
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who can miraculously produce a trained team with one or two operations readiness tests. The second scenario 
attempts to combine dissimilar functions with similar names but quite different experience and perfonnance 
requirements. We believe a third scenario is available to avoid the problems which have been encountered. This 
third scenario is to develop a very clear and extensive infrastructure for operational preparations. We proposed to 
implement this third scenario by developing infrastructure to support Individual (Position) Operations Training, 
Operations Interface and Procedure Development, Flight Team (System) Operations Training, Personnel 
Certification, Interface and Procedure Verification, and Operations Readiness Testing. Tn the following paragraphs, 
we will examine how the training related segments of this effort fa ired by looking at the cases for the Mars 
Reconnaissance Orbiter (MRO) Mission, the Deep Impact 1vlission, and the Dawn Mission. 

n. Mars Reconnaissance Orbiter 
As MRO prepared to launch, the ProJect's training development and implementation was taking place in paraliel 

with the MMO effort to develop standards and an infrastructure for training and verification practices. MRO 
utilized the initial templates for the development of the Project Training Plan and Operations Training and 
Certification Standard templates. This parallel effort was complicated by another factor faced by MRO and other 
missions. This factor is the use of a systems contractor with extensive experience in space operations and thus their 
own way of preparing for and conducting operations. The natural result is that frequently they work on procedures 
and preparation tasks independently and then present their work in an advanced state. As we might expect, they are 
then reluctant to change direc[ion to accommodate standards and templates which JPL is attempting to implement. 
This situation evolves as a result of the lack of specification in the original proposal (wTilten before the MMO effort 
was undertaken) to include the standardization effort as part of the system contractor's task description. 
Consequently, the MMO standardization effort was not strongly emphasized on MRO as long as the desired result 
was achieved - a team training plan, procedures and a means to track training and certification progress. The MRO 
team successfully worked through their training, procedure, and operations process development and 

(and V&V) 
Engineer, Ruth Fragoso) and Mission Operations System Engineer (1vl0SE) 
Glenn Havens give a big thumbs up as MRO climbs off the pad 

implementation and is flying a very 
successful mission. 

Another challenge for MRO was 
that two functions (verification and 
validation (V & V) and training) were 
assigned to a single individual. Even 
with sonle standardized infra.structure 
available, the size and technical 
challenges of the MRO project and its 
associated support elements meant an 
overload on the one individual to 
successfully implement either effort. 
This led to an increased sharing of 
tasks with other FOT members to a 
greater level than seen in the past. As 
a result, "future focused" individuals 
were predicting that the Training 
Engineer would become extinct. 
Efforts to reduce project costs dearly 
influenced this th inking. In some 
cases, portions of traditional tasks of 
the Training Engineer, especially in 
the responsibility for planning, 
imp lementing and conducting 
rehearsals were being assumed by a 

Systems Engineer or Phase or Flight Activity Lead. Even though System Engineers and Activity Leads traditionally 
participated in rehearsal planning efforts they have not been responsible for the detailed execution of the rehearsals 
and were not truly aware of what this entailed. Further, trymg this shift in responsibilities added more tasks to the 
full plate of the System Engineers and ActiVity Leads who generally lacked the training focus and experience in 
conducting training activities that a training engineer brings to the table. 
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Since the catastrophes of Mars Polar Lander and Mars Climate Orbiter, reviews at JPL have Lncreased 
significantly. During many reviews the voices of the laboratory's respected senior engineering leadership ask the 
followlng questions. "Who is your training engineer? What is your training program and approach?" This 
persistently repeated inquiry gave rise to many Requests For Action (RFA) for Projects to ensure they have 
dedicated training efforts and fly in the face of those advocating the demise of the Training Engineer. Tbese RFAs 
emphasize the importance that the senior engineering leadership at JPL places on the training program. The "future 
focused" colleagues have come to the realization that their efforts to streamline and reduce costs through the 
elimination of the training engineer js "not the option". The role of the training engineer is to mitigate risk by 
preparing a well-skilled and fully trained flight team, and the focus for cost reduction should be placed on improving 
the preparation and delivery of a training program through the standardization of plans and processes leading to the 
certification of flight team persOlmel. As we look at a different class of mission, we see increased progress in 
developing and standardizing the training infrastructure. 

III. Deep Impact Mission 

Deep Impact was the initial opponunity to apply the limited training infrastructure developed under the MMO to 
a Discovery class mission. Deep Impact launched in January 2005 on a mission to hit the comet Tempel 1 with its 
impactor spacecraft while taking photographs with the fly-by spacecraft. As we see in this image (Fig 2). the 
mission was a success. 

As a Discovery Class mission, Deep Impact was a cost capped mission and resources were scarce throughout 
development. One of the impacts (no pun intended) was the stafting of the Training Engineer position, which began 
at one-quarter time in early April 0[2004 in preparation for a launch in January 2005. This staffing level increased 
to half time in luly of 2004, just six months before launch. Several factors made this staffing level a particular 
challenge which would not have worked without the use of training related infrastructure which, while immature, 

Figure 2 Deep Impact Scores a 
and dust debris electing from the crater. Sunlight renecting off the ejected material provided a dramatic brightening. 
This brightening slowly faded as the debris dissipated into space and fell back onto the comet 
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had been developed. These factors included, in addition to the very short schedule, a spacecraft contractor which 
was new to deep space mission operations, a complicated, two part spacecraft, and a difficult mission profile which 
involved optical and autonomous navigation as required capabilities to ensure a successful impact. 

Since development of the training plan did not have to start from scratch, it was possible to deliver a draft in less 
than a month and a final just three months later. This compares to the traditional timeline of a year or more between 
deliveries of Training Plan versions when starting from ground zero. Not only was the schedule reduced, but also 
the staffing was lower by 75% initially and by 50% during the final six months prior to launch. So how were these 
reductions absorbed without dooming the mission? 

First, a systems engineering approach to training development and implementation was in place. This approach 
provides a structured approach to developing and implementing a training program for a flight project. We begin by 
identifying the requirements for training through a process that is traditionally known as a needs analysis. We 
examine the jobs at the individual and system level which must be performed to successfully conduct systems 
operations. Then we determine what training is required to ensure that individuals and teams are prepared to 
perform these jobs. Where necessary, we then develop training curriculum and materials to provide the necessary 
training. Finally, we implement the training program to prepare individuals to perform their roles in specific 
positions and to prepare them to perform in concert with the other members of the Flight Operations Team (FOT) as 
a cohesive team in accomplishing mission operations. When starting without any existing training infrastructure, 
this process is long and arduous and would have clearly been untenable on Deep Impact. Thus we come to our 
second element, which helps us shorten the process. 

The instantiation of the process in institutional documentation to provide the infrastructure needed by the 
Training Engineer to implement the process more quickly with reduced staffing constitutes the second element. 
Initially, for Deep Impact, this took the form of a Training Plan template with appendices to support various aspects 
of the systems engineering approach to training. Development of this infrastructure is possible because many of the 
functions associated with deep space mission operations are the same or very similar regardless of the mission. 
Clearly there are differences in instruments and specific subsystems, but in general, there is significant commonality 
between missions in the areas of telemetry acquisition and monitoring, tracking and trajectory determination, and 
commanding and controlling the spacecraft and its subsystems. These three functions, telemetry, tracking, and 
commanding are common to every deep space mission and employ similar processes regardless of the specific 
mission being flown. 

To address training for these three areas, the template used by Deep Impact contains several key items which 
were tailored by the Training Engineer to apply directly to the project. One of these is a description of the approach 
to operations training at both the individual level and at the system level. The focus of tailoring here was fitting the 
approach to the fact that the primary composition of the FOT was a systems contractor which was new to operating 
deep space missions. This resulted in greater emphasis on the operations processes used at JPL for conducting deep 
space missions than on technical training for the subsystem experts. Specifically the learning objectives for training 
sessions and the scenarios for rehearsals were adapted to the unique FOT makeup and the differences in processes 
necessitated by the unique elements of the mission such as having a two part spacecraft with each part having its 
own mission. These learning objectives are another key item provided in the template (as an appendix) to shorten 
aspects of the process relating to determining the training requirements and developing the training to be 
implemented. Perhaps the most important key item in streamlining the process is the Operations Position Training 
and Certification Standard template which is tailored for each operational position. This tailoring is a shared 
responsibility of the Training Engineer and each Team Lead on the project. The standard contains a comprehensive 
list of operational tasks associated with a specific position, the training required to enable an individual to perform 
those tasks, and criteria which an individual must meet to demonstrate that they are qualified to perform in the 
position. These are easily and quickly tailored to contain information specific to each operational position on the 
FOT and to the particular spacecraft and mission for which the training is being implemented. Also in the 
appendices is a risk matrix which is tailored for the specific mission/spacecraft and which aids in quickly 
determining system level training requirements. The purpose of training is to reduce the risk of personnel errors, 
consequently this key item is crucial to identifying the real needs for training that will contribute to achieving its 
purpose. A final key element available in the Deep Impact template is an outline of the steps to follow in 
developing and implementing rehearsals which can ensure that the rehearsal provides valuable training in a realistic 
operational environment. The benefit of using the outline is that all the preparatory activities can be identified for 
implementation in a timely manner to ensure the rehearsals are conducted without negatively impacting the project 
schedule. 

The experience on Deep Impact demonstrated the value, in terms of saving resources, of being able to tailor the 
Project's Training Plan instead of trying to develop it from scratch. With the essence of an effective training 
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program encapsulated in the Training Plan template, a starting point is provided that literally saves multiple work 
years of effort which were necessary for successful training programs on earlier missions (the lack of which 
impacted mission success as seen in the Mars missions of the 1998 era). On Deep Impact, we found that the 
implementation of a standard infrastructure benefited the implementation of a Discovery class project. Are there 
other approaches which can be taken to reduce costs and schedule? Let's look at the approach used on Dawn and 
how well it has worked. 

IV. Dawn 
The Dawn mission was started, stopped, and restarted with the result of a shortened schedule and initially 

reduced staffing. The increase of funding for the Training Engineer to full time approximately a year before the 
scheduled launch in June 2007 combined with the MGSS (formerly MMO) supplied infrastructure permitted the 
training program to be finalized correctly and for the Training Engineer to provide additional support to Activity 
Leads in developing operational products for use both in training and for flight operations. 

Dawn's goal is to characterize the conditions and processes of the solar system's earliest epoch by investigating 
in detail two of the largest protoplanets remaining intact since their formations. Ceres and Vesta reside in the 
extensive zone between Mars and Jupiter together with many other smaller bodies, called the asteroid belt. Each has 
followed a very different evolutionary path constrained by the diversity of processes that operated during the first 
few million years of solar system evolution. The spacecraft uses three ion propulsion engines to thrust to its first 
target, Vesta, where it will enter a near polar orbit to perform a planned period of scientific observations. Orbits will 
be varied in order to provide optimal vantage points for a range of observation campaigns. Once objectives are 
complete at Vesta, the Dawn spacecraft will use its ion propulsion system to depart and travel to Ceres. Once there, 
Dawn will complete a similar science campaign to that completed at Vesta. 

The use of ion propulsion requires that JPL's standard processes for maintaining the correct trajectory and 
performing maneuvers must be modified which means the development of new training material and activities for 
the FOT when compared to previous JPL missions. International science partners and a systems contractor with 
earth orbiting but not deep space mission operations experience also introduced unique challenges in developing an 
effective training program for Dawn. Fortunately the use of multi-mission capabilities was mandated early on by 
the Project, thus paving the way for the use of the MGSS Flight Team Training Plan template by the Training 
Engineer. As on Deep Impact, the development of the Dawn Training plan was accelerated over previous projects 
with a preliminary following the draft within two months and the final being delivered, reviewed, and signed less 
than three months after that. 

Several key elements of the Training Plan were particularly useful to the Dawn FOT as they prepared for their 
mission to the asteroids. With an initial set of learning objectives for standard Flight Schools, it was a straight 
forward and quick task to develop a good set of learning objectives for the new Ion Propulsion System Flight School 
session. The Operations Readiness Test (ORT) Development Process template enabled the increased involvement 
of Activity Leads and the V&V Engineers in planning and conducting ORTs without the drawbacks experienced on 
MRO. Finally, the templates for Operations Training and Certification Standards expedited the development of 
Team Training and Certification Plans for the operations teams constituting the FOT as well as the training and 
certification of individual team members. As seen from the excerpts (Figs. 3,4,5) from an Operations Training and 
Certification Standard, the job description, training for the specific job, and the certification criteria are spelled out 
for a specific operations position. When tailored by the Team Lead, the Standard spells out the team's plan for 
training each individual and provides each individual with a record of their training progress. 

By utilizing the available training infrastructure, it was possible to expedite the training development and 
implementation for international science team, contractor team, and JPL team members of the FOT that was 
consistently effective and useful across the breadth ofthe Dawn Project. 
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v. Conclusion 
While progress has been made in developing a standardized infrastructure for Flight Team Training at JPL, it is 

clear that significant work remains to fully implement the recommendations of our initial paper. Operational 
Interface Agreements and Operations Procedures are being "re-used" but a structured repository of standardized 
templates in this area is presently being developed. Codification of the Verification and Validation process at JPL is 
also in work as procedures and templates are being instantiated in JPL Rules, the laboratory's repository for policies, 
guidelines, practices, and procedures used by the laboratory to perform its mission. Similarly, documentation to 
provide the training infrastructure has just been officially released in JPL Rules in the form of a procedure: Train 
Flight Operations Teams, Rev. 0, a guideline: Flight Team Training Development Guide, Rev. 0, and a training plan 
template: Flight Team Training Plan Template, Rev. 0. The fact that the reduced schedule and budget for the Dawn 
Mission has still resulted in an effective training program speaks to the value of this infrastructure and leads us to 
conclude that we are on the right path to push forward with the implementation of standards and standardization in 
the six areas we initially identified, but with an eye to the changing nature of Flight Projects in an increasingly 
fiscally restrained environment. 
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