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Abstract - Mission critical systems typically employ multi- categories: SRAM, fuse, antifuse, EPROM, EEPROM, 
string redundancy to cope with possible hardware failure. and flash. we are most interested in dealing with the 
Such systems are only as fault tolerant as there are many SRAM type because of its true field reprogr~mmability, 
redundant strings. Once a particular critical component 
exhausts its redundant spares, the multi-string architecture SRAM-based FPGAs are organized as matrices of 

cannot tolerate any further hardware failure. This paper C0nfigurab1e Blocks (CLBs) with reconfigurable 
aims at addressing such catastrophic faults through the use interconnects (routing resources). CLBs can be 
of "Self-Reconfigurable Chips" as a last resort effort to configured as any kind of logic device including adders 
"repair" a faulty critical component. and multipliers, other blocks may include reconfigurable 

110 banks. Because the CLBs are physically identical 
Keywords: Reconfiguration, FPGA, fault-recovery, fault- 
tolerance, Self-reconfiguration prior to run-time, logic implemented in certain CLBs 

could be relocated to others. 

I. INTRODUCTION 

Future space missions will take us to destinations that are 
so far away that even the fastest spacecrafts would have 
to take decades to reach. Now imagine one such 
spacecraft that has traveled for twenty years and is near 
its final destination. During the twenty-year journey, the 
spacecraft's avionics have suffered multiple faults, and 
the spacecraft has used up its redundant resources. And it 
is at this critical moment comes the final blow - a 
catastrophic failure that is to disable the spacecraft. But 
almost miraculously the spacecraft recovers despite the 
lack of resources and continues on, thanks to a Iast-resort 
effort built into the critical components of the spacecraft 
avionics - chips that can reconfigure themselves, using a 
technique we call "Chip Salvaging". 

The technologies needed to realize the good ending of the 
story above are not far from maturation. This paper will 
focus on the technology that saves the spacecraft at the 
end - Self-Reconfigurable Chips (SRC). 

11. BACKGROUND 

An SRC is a logic device with the ability to reconfigure 
its own logic at run-time. Currently, the best candidate for 
this job is the Field Programmable Gate Array (FPGA) 
chips, which first appeared in the 1980s as an evolution of 
Complex Programmable Logical Devices (CPLDs). These 
chips have come a long way in terms of size and speed 
and are slowly making their way into spacecraft avionics 
(Example: JPL's Multi-Mission System Architecture 
Platform). 

111. SYSTEM-ON-CHIP AND SRC 

The current trend in electronics design is that entire 
systems are built into FPGAs that incorporate everything 
from microprocessors, memory, high speed 110, to bus 
controllers. Some designs even incorporate multiple full- 
fledged microprocessors in a single FPGA chip. There is 
a special property that is associated with such System-on- 
a-Chips (SoCs) implemented in FPGAs - that most 
aspects of the system are realized in reconfigurable logic, 
including internal wiring. This special property enables 
the possibility of reusing the same chip for different 
purposes during its life time. 

Reusing reconfigurable chips in a system of SoCs has 
many advantages and applications. One of the most 
obvious applications, as described in the beginning, is that 
SoCs implemented in FPGAs that have failed partially 
can be reconfigured by either the chip itself or an off-chip 
controller to avoid the damaged regions and continue 
original operations or may sacrifice certain non-critical 
functions to continue operations at reduced performance. 
Second, a system of SoCs may have most parts of the 
system implemented with identical reconfigurable SoCs 
and therefore increase survivability through increased 
redundancy (each identical reconfigurable SoC could be 
reused to become redundant backup for others). [ZHE, 
041 Additional applications include using reconfigurable 
FPGAs as a platform to support demand-paged hardware, 
allowing a small chip to perform large functions 
sequentially. 

IV. GAINING ACCESS TO FPGA CONFIGURATION 

While modem FPGAs typically fall into different 



Traditional -tic FPGA designs are s u m d  in an on-board 
storage and wnfIgixed prior to run-time tbmugh a 
proprietary serial interfhe or a JTAG m e .  On most 
board designs, thew i n t d w s  are typically muted 
outside of the FPGA to provide the configuration 
interfhces to the user. 

In order for an SRC to xeconfigure itssIf, the 
dgumtiw inkdace must also k eecewible h n  
within the FPGA. 

The Intend C o m f I ~ o n  Conhuller is amtially an 
intend implementation of the e x t a d  cdguxat ion 
controller, accemible by in- logic. In figure 2, the 
Inkml Cmf~gmliw Controlla gives FPGA 
codiswarion aweas to a procmor core, which also  ha^ 
access to the original FPGA contigumtion m memory. 
Such a p m r  would allow users to write soRw~tre to 
Gynarmicslly reconfigure the FPGAdwhgrun-time. 

Fig 2. SRC FPGA Cdlpmtion hcczs 

Recent FPGAs have simplified the m a w ,  wing 
proprietary c m @ u d c m  solutions to give i n t a d  a c m s  
to FPGA configuration, such as the In& CmQmtiw 
Acca  Port implmmted as a primitive in Xilinx Virtex 
I1 FPGks [ECK, MJ(BLO,04]. An PPGA design with an 
I W  intabc  is included in Xilinx Applimtion Note 
661 WA, 041, which codd be used as a xefmco when 
designing embedded configmation inmfaw, 

V. GENERATING RECONFIGURATION DATA 
USlNO TRADrnONAL VENDOR TOOLS 

Gaining access to an FPGA's &pation interfaot is 
relatively simple compared to the proctss of ganerating 
rscwfiguratiw data Our pFeviws paper, In-Spttm 
Partbl Run-Time R6ca~gurarton fir Fault h w y  
AppIMm on ~~ [EE, 051 d i d  how to 
generate such m o d g g c m  h using vendor tools. We 
e o n d u c t b d m e m h b z w d w t h e m e t h o d ~ i n t h t  
a b e  pqcr and have mt mme partial succew. 

Using a technique (XL, W] that isolated reconfIgmbIe 
logic from static logic, two copies of the same 
oonfiguFation are generated, each of them having the 
m g u m b l e  logic located in d i b t  regions in the 
PPGA (see fig. 3). 

The figure   ow^ two cwfigumion implemmtations of 
the samt logic in a Xiliax Virtex tl Pro FPGA The Xilinx 
vendor tool comes with a dguration germator that is 
able to mad in two cdigumions and generate a new 
dgurat ion file based w the di fknce  between the 
two. Therefore, the di&mce oonfiguratim could be fed 
to the lCAP interface dimwed earlier to tffectively 
recwfigure the FPGA during mu-time. 

The m g m d  logic is a stepping motor contpoIler that 
is hooked up to a mom (via r l T L  voltage shim IC) to 
demonsme that recwfigured logic can mume pmhus 
oparation. (See fig 4.) 

The research team a h  wrote &ware to mol the 
recdgumicm pmms and r a d  the n o o n f ~ o n  data 
from on-board manwy to the ICAP inberfape. To show 
the a c t s  of the -tion, a graphical i n m e  
was impltmented that h w a  the m t s  of the FPGA 
btforc and after the w w t i o a  (See fig 5.) 

T h i s ~ m p r o c e s s c o n f i r m e d o u r h y p t h i s  
b t  the FPGA can be mcwfigured during m-We 
safely. However, this -W process has m y  
limitations. The target FPGA can only be reconfigured 



once. The recodipmtion data must be genmakd at pband-routing process directly deals with how the 
h i g n  time. edigmtim is laid out. It is therefore our prime 

candidate for embedding into the SRC. 
F r o m t h e a h v e m a c h , w e h a v e c o m e t o ~ i z e t h a t  
vmdor tool8 are aot yet wel1gdapted to generate FFGA VII. THE CHALLENGE 
f H m f i ~ w 1  data affdivtly. New methds must bt 
developed to Miill this task. Embedding the place-and-muting process into the SRC 

d i c e  that the paocasm in the SRC is able b run plac& 
and-routing g o b  of some sort. The main challenge is 
that such software is unavailable fhm FPGA vendom 

Fig 4. Smpping Motor and TIZ Driver 

VI. PROPOSED METHODOLOW FOR 
GENEMTING RECONFIGURATION DATA 

Simply put, moving h e  d ~ o n  getlgating pracess 
to the FPGA will allow the FPGA chip to rccmfiigurt 
half. However, tfie co&gurati011 gemrating p m m s  
typicallyeakehoumevenonhigh-endwrkstatims,itis 
umawnable to embed it inb the SRC as-is. We propose 
~1mively embed parts of this pmem into the SRC. 

The dgumt ion  genasting pff~xrss~ typically involves 
thras major steps: (1) Synthesis, WW takes human 
developd hdw&t  M p t i o n  (logic} and produces an 
immediate f m  called Netlist for foa promsing; 
(2) Mapping, which maps Netlis? logic to primitive pmts 
of an PPGA; (3) P k e - d - m t i n g ,  which takes mapped 
Nstlists, and implement them as real hdwme in M A S .  

The syntWs and mapping prrrewsas do not directly deal 
with the layout of the FPGA cwfigmation. Theaefwe 
hew m processes cm be left to be done during the 
design stage on a wwksmtioa. On the ather hand, the 

Some alternative$ exist today. The JHDL tool suite PEL, 
981 can be used to a certain extent to efTdvely 
mm@um FPGAs during run-time. A boo1 developed 
using the IHDL tmh suite conduct run-time 
recm@mhtion of FFGAs is well described in Rudktion 
Mitigation and Power Optimization h i g n  Tools fir 
R-e H a d v o w  In Orbit 051. The paper 
desmis a solhwue "RHinO" ~ g l I r & 1 c  Hardware 
in Orbit), which uses CommercM-Theshelf (COTS) 
tools aad JHDL to map hard- desip logic into yeador 
~peeific -tion well as I H D L b d  
~ t i o a T h e ~ c a n b 8 u s e d b ~ ~ t h e  
FPGA at rtm-time. One mjor disadvantage of JHDL L 
that it r e q h  a Java run-time en- which may 
not b available for all mkdded processom. 

The ideal method to gumate reconfiguration data is still 
native wftware wriww for embeddad promasom. 
However, the ~~~~routing pf~cess is a complicated 
one and FPGA v a d m  & not supply the database needed 
f~ th i spr~~eggto thepub l i c .Somtrawarch~hwe  
gone into developiag these databaw in-house, by 
memee+dq Xiliw database files shipped with 
dmign ~~. [ST& 021 These effwts cumatly only 
cover a mall selection of FPGb d @ exha efforts 
f o r e v e r y n e w l T G A . ~ s u c h w f t w a m ~  
must idvolve h e  FPGA vendom themdves. 

VIII. BENEFITS TO SPACBCMFT DESIGN 

T e c h l o g i ~  of SRC can be used to k m s e  h e  fault 
tolerance of a spmmfk  The last-mort M o  
dmd'bsd in h a  beginning of this paper u t h s  an SRC to 
m e r  iWf by avoiding dam@ regions. SRCs crrn 
a h  be reooaRgud to replace other similar SRCs. 

Consider the following simple qmwmfl avionics 
architecture {a. 6.). Them ma two &lla baa& uged 
bytheminproce~rW.Allthreeboardsimplemmt 
the ssme genaric SRC with diffmt u d g u d o n  m 
perfwm different W o n s .  A p p a t l y  the archi- 
empldys no r e d w h y .  -, the nature of SRC 
gives this architem some redundancy by hip. The 
system can tolerate a fault in either tfie tchmby or the 
scienca imtnmmt conmller. B either cmm11er fails, the 
other owld reconfigure iwlf to fulfill the role of the 
other* 



Take telemetry controller for example. If the telemetry 
controlIer fails, the science instrument controller could 
collect science data into memory, reconfigure itself as the 

Telemetry 

Data Bus IIF I 
J 

Science Instrument Contmller 

( Ma~n Processor 1 

Fig 6. Example SRC-based Spacecraft Architecture 

telemetry controller, upload science data, and reconfigure 
as science instrument controller. The system could repeat 
the process as many times as needed to complete the 
mission. 

In addition, the system can recover a fault in any of the 
boards with only one redundant controIler, achieving the 
same fault tolerance of a traditional dual-string redundant 
system with three redundant copies. 

IX. CONCLUSION 

Self-Reconfigurable Chips give spacecraft better fault 
tolerance by design, without conflicting with the 
traditional multi-string redundancy approach. In fact, if 
implemented correctly, SRCs can multiply the 
effectiveness of multi-string redundancy. One weakness 
of SRCs is that they do not address the possibIe difference 
in component interfaces. However, this team has 
consistently associated the success of reconfigurable 
chips with the adoption of wireless technology for 
spacecraft. [ZHE, 041 With that said, SRCs will greatly 
improve the survivability of future spacecraft avionics. 
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