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Ahstract: Comparisons of radial dose calculation are performed, as well as the introduction of

important physics to improve the calculation techniques.
performance are explored via numerical simulations.

I. Introduction

For space missions, angle event effect
testing iz performed vtilizing accelerated heawy
ion heams to reproduce the linear energy transfer
{(LET) spectrum of the galactic cosmic ray
(GCR) environment. Although similar LETs are
achieved, the energies of the accelerated heams
are significantly lower than a large fraction of
the GCE flus. In fact, the accelerator beams used
would he effectively attenuated wath nomunal
atnounts of spacecraft shielding, 1 e the majority
of cosmic rays that srike the senstive
microelectromc devicesin space are significantly
mote energetic than the ions availahle for testing
purposes. The difference in energy scales has
several adwerse consequences, which are well
documented in the literature. At best the
interpretations  of the testz hecotne tore
prohlematic, and at worst, the applicahility of the
remults iz severely limited.

Cne complication resulting from this
energy difference 1z the track structure, 1.6
although the same amount of charge per umit
path length 1s imitially liberated by accelerated
heams and cosmic rays the distribution ahout the
axis of the ion strike iz different Therefore the
amount of charge that escapes recombination and
ultimately  gets  collected to upset  the
performance of the dewice wvaries. This can he
understond intuitively by considenng the energy
spectrum of the liherated electrons. The more
energetic ions will produce higher energy delta
rays, which will result in a more diffuse, wider
column of liherated charge, while the less
energetic accel erator beam will produce a more
concentrated, thinner column of charge The
effect these distributions can have on a particular
device can potentially differ
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Also, the consequences to device

Much work has heen done o
gquantifying the radial track distribution, and the
sensitivity of the dynamics of the charge
collection process to the radial distibution of
charge. Fageeha el a [1] used Rutherford
scattering and delta ray theory to determine the
radial doge distnbution for an arbitrary ion strike
i an arhitrary target material. Kobayashi et al
[2] used this formalism to wvalidate GEANTY
Monte Carlo simulations of a 100 MeV incident
proton strike on slicon.

One goa of thiz work 12 to provide
refinements to the radial dose calculations by
introducing some phyaca consderations that
are currently left out of the exstng formalsim.
Az wall be shown, thiz will dlow for greater
agreement with the currently accepted LET
values. Another aspect of this work iz the
irvestigation of qualitative trends regarding the
effect these diffening track structures to the final
SEE petformance of a dewice Finite element
smulations of charge collection from ion strikes
of various radid densities in a semiconductor
dewice are uzsed for this purpose.

II. Radial Dose Calculations

Theradial dose profile from an ionizing
particle strike in water 15 calculated by starting
with Futherford scattering to deternmine  the
energy distribution of the zecondary electrons,
and integrating across concentric cylindrical
shells to determine the energy flux leawing the
shells: az a function of radius. Fageeha [1]
proposed an extension to arhitrary matenals,
including silicon. The “material independent”
doze, as a function of perpendicular distance
from the incident ion's mis, DY), where t iz in
fin 18

Authorized licensed use limited to: IEEE Xplore. Downloaded on March 17, 2009 at 13:09 from IEEE Xplore. Restrictions apply.



_ -
i+6 \a«
Ne'Z" (1_T+9J
Dl(t): am,c* Bt t+4
. (1)

where N is the electron density of the target
material (7%10% om” for silicon), e is the
fundamental electric charge, 7" is the “effective”
charge of the incident particle, calculated via the
Barkas formula, me. 1s the rest mass of the
electron, ¢ is the speed of light in a vacuum, and
o 1s a constant defined below. Because the
constant Ne'/(me«c?) shows up in many
calculations in this work, the numerical value of
for silicon is 2.84*10 MeV-cm™ . 6 is the range
(in the target material) of a delta ray with kinetic
energy equal to the mean excitation energy (3.8
eV in 31), and T is the maximum range of a delta
ray. From two body interactions, the maximum
energy of a delta ray, Wy, 1s

_ 2m,ctpt

max l_ﬁz
Di(t) is then corrected with an empirical
expression to achieve greater agreement with

Monte Carlo results for the specific target
material. D(t) is the “corrected” result

D(t)=D(t)x[1+k(t)]. 3
where for silicon only, k(t) takes the form
Je(t)= 4" (t - 0.1)Exp[-¢/C]. 4
where B = 0.215, C=3.127, and A=0 for

B<0.0081, A=112p-0.899 for 0.0081<B<0.091,
and A=0.674p+9.21 for p=0.091.

The calculation of 0 and T require the
knowledge of r(w), the range of an electron,
with energy o, in the target material. In both
[1] and [2], the simple power law is assumed,

rio)=k- 0%, 5)

where o 1s in keV, k is a constant quoted
as 6*10° g em™ keV™ and o = 1.079 for
@<] keV and a=1.667 for o=1 keV. This
is the same a referred to in equation (1).
The range r is in units of g cm™. One
obvious drawback to this method is that
this power law applies only to silicon. If
one wants to calculate the radial dose, as
a function of the material, this particular
power law will not apply. Also as will be
shown below, the power law is not valid
for energy ranges associated with cosmic
rays.

(2
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One refinement this work
provides 1s the application of a more
accurate, material
independent methodology to calculate ©
and T. Nealy et al [3] has proposed a
parameterization for the practical range of
electrons based on experimental tests
involving several materials and a broad
energy range (0.3 ke'V to 30 MeV):

r(a))= a, [ai]ln(l+ azr)— {%} .
1 4

(6)
where 7=o/mec®. The coefficients are given in
Table 1

& a | 8y a4 as
b-A/Z” [ 152 | bybs*Z | be-br*Z | by/Z”
Table 1-Constants for electron range
calculations where 7 1s the atomic number of the
target material and A 1s the atomic mass of the
target material. The bs are given in Table 2

Bl B2 B3 B4 B3
0.2335 | 1.209 | 1.78E-4 | 0.9891 | 3.01E-4
B6 B7 B8 BO

1468 | 00118 | 1.232 0.109

Table 2-Material independent constants for the
electron range calculation

The precision of this parameterization has been
demonstrated in [3], and agrees very well with
experimental measurements in the above quoted
energy range.

To consider the differences in energy of
the most energetic delta rays associated with
accelerator beams and cosmic rays, note that
accelerated based SEE tests are performed with
beams with energies on the order of 25
MeV/amu, and 1ons with energies greater than
10 GeV/amu are encountered in a space
environment. The maximum delta ray energy of
a 25 MeV/amu beam in 55 keV (beta=0.43),
while the maximum delta ray energy fora 10
GeV/amu particle 1s 140 Me'V (beta=0.99999).
Therefore, the delta rays resulting from the earth
based accelerators are all un-relativistic, while a
large fraction of the cosmic ray induced
electrons are extremely relativistic, and thus for
a given LET, the dose distribution will be more
diffuse for the high energy cosmic ray.

A comparison of the power law and the
Nealy method 1s shown in Figure 1. The x-axis
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refers to the electron energy in eV and the v axis
is the electron range in silicon in g-cm™.  The
dashed curve shows the power law result, while
the continuous curve 1s the parametenization
given in [3]. As can be seen in the figure, the
power law starts to significantly over predict the
range of delta rays at energies greater than 500
keV. Thus the power law formulation of
electron range can be used for liberated
electrons produced with accelerator 1on beams;
however, it is inappropriate for energetic cosmic
rays.

An obvious metric to quantify the
success of a radial distribution methodology 1s
the integration of a disk of charge to determine
the total energy per unit length (or LET) that the
model reproduces. This value should be in
agreement with the work of Zeigler, now
embedded in the accepted TRIM [4] application.
This integration is shown n equation (7). LET 1s
determined via TRIM

tmax
27 [15D(t)dr
0
_— (7
LET @

Hrr, as calculated via (7) should be
shightly greater than 1.0 because the only energy
loss mechanism that the delta ray theory assumes
1s 1onization, and other mechanisms such as the
interaction with the lattice nuclei are ignored.
These processes are included in the TRIM
models. The calculated LET values associated
with the power law formulation, as well as the
Nealy methodology and TRIM, are shown in
Tables 3 and 4. Tables 3 shows 3 beams
typically used for SEE testing, which are 40
MeV/amu Ne-20, Ar-40, and Kr-78. Table 4
shows the same 1ons, however, each with the
total a total energy of 10 GeV, which i1s more
realistic for the cosmic rays that reach the

err =

microelectronic devices mn space. All LET
values are given in MeV-cm*/mg.
40 MeV/amu | Ne-20 | Ar-40 | Kr-78
LET (TRIM) | 1.17 | 3.88 | 14.61
Err(Power) 1.21 1.17 | 1.16
Err(Param) 1.16 1.13 1.12

Table 3-Err as calculated via (7) for typical
accelerator beams

10 GeV Ne-20 | Ar-40 | Kr-78
LET(TRIM) | 0.22 | 1.06 | 6.56
Err(Power) | 1.13 1.09 | 116
Err(Param) | 1.08 1.05 1.12
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Table 4-Err as calculated via (8) for the ion
species in Table 3, however with energies more
comparable to those found in the GCR spectrum

We see from Tables 3 and 4, that the
use of the parameterized range of electrons
improves the accuracy of radial dose calculations
from the power law in every instance. Thus the
incorporation of a more accurate method of
calculating the range of electrons makes an
observable increase in the accuracy of charge
distribution LET calculations.

To show the discrepancies of the track
structures of accelerator beams to GCR, we
compare a 40 MeV/amu Ne-20 beam, which has
an LET of 1.17 MeV-cm*/mg to a 10 GeV Ar-40
ion, which has a fairly equivalent LET of 1.15
MeV-cm*/mg, both values obtained from TRIM.
The radial dose profile is shown in Figure 2.
What 1s shown 1s the percent of total charge
contained within a disk of radius t, the x axis in
nm. The dashed curve is the lower energy neon
beam, while the solid curve represents the high
energy argon beam. For the neon beam, 95% of
the liberated charge 1s contained within a radius
of approximately 40 nm, while the argon beam 1is
much more diffuse, with 95% of the liberated
charged contained in a disk of approximately 200
nm. Note the total amount of charge for both
ions is approximately the same; however, the
charge for the high energy beam is much more
diffuse.

Currently, with state of the art
semiconductor foundries at the 90 nm feature
size, this result has important implications for the
applicability of accelerator based SEE testing.
With an accelerator beam, the resulting charge is
very concentrated, and the cosmic ray less so. In
this way, accelerator testing has the potential to
underestimate the threshold LET for single event
mechanisms. This implies the ground based SEE
testing can be conservative in one respect.
However, a more “spread out” cosmic ray can
effectively strike more structures, accelerator
testing can also underestimate multiple-bit
effects, and thus it can also be non-conservative.
The consequences for device operation and the
physics of charge collection is the topic of the
next section.

III. Charge Collection Physics

The above analysis only predicts the
mmediate (t=0 s) distribution of liberated charge
carriers, and does not say anything regarding
how the diffusion, drift, and recombination
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processes affect the distribution of free charge a
short time after the mitial ion strike.
Immediately, dnft and diffusion starts to drive
the carriers away from this initial condition,
while recombination will eliminate charge from
the distribution.

For the more concentrated distributions
(accelerator beams), recombination will be more
effective in eliminating the imtial charge, making
the “effective” deposited charge of an accelerator
beam somewhat less than that of a cosmic ray of
equivalent LET. However, from the greater
charge concentration, the diffusion process will
also be stronger, and will tend to drive the initial
concentration to resemble the more diffuse,
cosmic ray concentration, on short time scales,
perhaps very short compared to the time required
for the majority of the charge to be collected at
the reverse biased nodes in the vicinity of the ion
strike. We decided that instead of pursuing the
complicated closed form analytic techniques to
investigate these numerous competing effects,
the more efficient tool would be one of the
commercially available device simulation
packages that already contain robust physics
models, as well as powerful numerical
techniques required to approximate solutions to
the mixed boundary value problems that arise
when studying the flow of free carmers in
semiconductor devices.

IV. Charge Collection Simulations

To investigate the effects of varying the
track width on charge collection physics, we
employed the Synopsys TCAD package,
GENESIS. A two dimensional “virtual” device
was used to study how the track width influenced
the amount of charge collected at various nodes.
The device consisted of 21 identical diodes, with
highly doped (10" particles/em® p wells
arranged in a collinear fashion, and all sharing a
common lightly doped (5%10" particles/cm®) n
body. Each well has an individual polysilicon
contact but share a common body contact, so that
the bias for each diode can be independently
varied. The width of each well is 100 nm, and
the center-center distance between the wells is
200 nm. The depth of each well is 40 nm. The
width and depth of the body is 4.3 ym and 20
um respectively.  Although the doping and
geometry does not exactly match 90 nm
foundries, these values were chosen to
approximate the trends that would be observed in
an actual device produced in current industry
foundries. The diodes were numbered
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sequentially 1 to 21, with diode 11 being located
at the center of the device. See Figure 3. Note
the vertical line of symmetry thru diode 11. In
order to verify the electrical operation of the
device, the I-V curve for each diode was
simulated, with the expected results.

The goal of this work is to nvestigate
the qualitative effects of varying the radial
distribution of 1onization and to discover trends
in the total amount of charge collected at reverse
biased nodes at varying distances from the center
of the 1on strike. To achieve this, a vertical track
of 1onization was placed at the center diode (x =
0 um) running through the entire height of the
device. For this work, a constant LET of 48.3
MeV cm*/mg was used to produce enough free
carriers to obtain significant amount of charge
collected at the nodes. The simulation software
defines the lateral ionization distribution as a
Gaussian. As seen above in section 11, the radial
distribution 1s not as simple as a Gaussian.
However, we believe that for the investigation of
qualitative trends, the approximation of a
(Gaussian is appropriate. See Figure 4.

A simulation run is defined as a 2D
dynamic simulation that begins with all 21 nodes
reversed biased at 5 V at t=0 5. At t=1%10" g
an ion strike 1s simulated by the production of
the vertical ionization track, with a particular
value of o, which is the sigma associated with
the radial charge distribution A slightly
unphysical aspect of the simulation is that
production of the ionization charge is Gaussian
in time, with an associated ¢, = 2*10% 5. Thus
for these simulations, the peak rate of ionization
production occurs at t=1*10" s, however charge
starts being produced before that according to the
Gaussian distribution. One can observe this
while looking at the transients produced on the
output nodes. See Figure 5. The free charge is
collected at the various reverse biased nodes via
the drift and diffusion processes, which produces
current transients of varying amplitude and
duration. The simulation is carried out until all
transients die out and each diode returns to its
initial small leakage current, which takes on the
order of 1 us.

Figure 5 shows a plot of both the
instantaneous current and total charge deposited
at nodes 1 through 11 (due to the symmetry of
the device, nodes 12-21 are not shown), as a
function of time. For this simulation, the ion
strike has a o, of 0.5 pm. Due to the large
number of curves, a plot key is not shown;
however the data is consistent with physical
intuition. The x axis is in units of seconds while
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left y- axis refers to current in amps and the right
y-axis refers to total collected charge in
coulombs. The family of 11 transient curves
(one for each node) starting to appear shortly
after t = 1*10" s, while the time integral of
these curves are the collected charge and are the
other set of curves. The largest (most negative)
of the transient curves (black-hashed) in the one
assoclated with diode 11, while each successive
curve corresponds to one node over, with the
smallest one (black-solid) associated with diode
1. Likewise, the charge collected at node 11 as a
function of time is represented by the most
negative curve and the charge collected at node 1
1s shown in the least negative curve, with the
successive curves lying in between.  The
negative nature of the curves 1s due to an artifact
of the simulation software. The convention of
the application 1s to consider {low of electrons to
produce a positive current. The transient current
1s dominated by holes and thus produces a
negative current. Since the collected charge is
the time integral of the current, a negative sign
appears there also. The interpretation of the data
1s straight forward. The node closest to the ion
strike collects the most charge and the node
farthest away collects the least. Note that for the
nodes far away from the strike, at times mnitially
after the strike, the current is positive, and at
those times, 1s dominated by electron flow.

V. Simulation Results

For this study, we varied o, with values
of 0.01, 0.1, 0.25,0.50, 0.75, 1.00, and 1.50 um.
These values are somewhat arbitrary and the
larger values are extreme in that only the most
energetic of cosmic rays, which are very rare,
would have an ionization track this diffuse.
However, since we are trying to observe trends,
we felt justified in using this range of values.
The results are summarized in Figure 6.

Figure 6 shows the total charge
collected at nodes 3 thru 11 for the 7 o, values,
all with an LET of 48.3 MeV em*/mg. Note that
nodes 1 and 2 are left off because of the
proximity to the unnatural edge boundary, which
influenced the charge collected in this region.
The data points for the o, values of 0.01, 0.50,
1.00, and 1.50 um have been connected in order
to provide more clarity of the trends displayed.
The simulations are consistent with the physical
intuition detailed n section I11. Looking at the
data points associated with the most concentrated
track, 1.e. 6, = 0.01 (the dark blue diamonds), it
1s apparent that the inner nodes collect more
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charge than any of the more diffuse beams, but
the out nodes collect the least amount of charge.
Similarly, the most diffuse beam, i.e o, = 1.5 (the
light blue + signs) the charge is more evenly
distributed across the available nodes, but each
one collects less charge than the central ones in
the more dense scenarios. Thus the more dense
tracks (or less energetic ions) result in a charge
collection response that 1s strongly dependant on
the location of the ion strike relative to the
collection node. Conversely, the more diffuse
tracks (or more energetic ions) result in a more
uniform charge collection response across
collection nodes at varicus distances from ion
strike.

As foundry feature sizes continue to
shrink and the aerial density of sensitive targets
continue to increase, the effect of ion energy will
become more significant. As the feature sizes
decrease, the characterization of SEE response of
digital devices as a function of LET only will not
be adequate, and the inclusion of energy
dependencies will also need to be accounted for
n a typical SEE analysis.

V1. Future Work and Limitations of the
Simulations

Some discussion on the limitations of
the 2D simulations is appropriate. In any finite
element analysis, such as these simulations, there
is always a tradeoff between accuracy and
computation time. For the device level
simulations, a meshing grid is imposed on the
system of study, with finer grids resulting in
more accurate solutions, but with increased
computation time. In order to have confidence in
simulation studies, one must understand the
stability of the solutions as a function of the grid
imposed on the system. One of the more
difficult aspects of this work is providing enough
resolution in the grid over regions where the
doping, internal electric fields, and charge flow
densities are great, but not over specifving the
grid in regions where these densities are not as
great. The results presented here are performed
with a meshing containing approximately 9000
grid points. Doubling that number leads to a
significant increase in the time required to
perform the simulations, and changes the results
on the order of 2%. There is an inherent error
bar in this work associated with the imposed
grid, however because currently we are
nvestigating general trends, this 1s acceptable.

Another approximation employed in
this work 1s the geometry of the device. In any
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real device, the upper surface would have a layer
of isolating oxide between the separate contacts.
The simulations performed here do not have such
an oxide present. We have performed some
preliminary simulations with an insulator placed
there. Our initial results show that the overall
current in each node is not strongly dependant on
the presence of such a layer. However, in these
preliminary simulations some subtle differences
in current densities throughout the bulk of the
device appear, of which we are still studying the
results.

This work also uses a fairly deep charge
collection depth of 20 pm, ie. the ionization
track extends the entire depth of the device. The
distance charge deposited near x = 0 um, y = 20
pm has to travel to reach node 1 does not
significantly differ from that to reach node 11.
We have also performed preliminary simulations
where the ion stops 5 um into the body to mimic
devices which have truncated charge collection
volumes such as SOl or epi technologies. This
scenario produces a much stronger dependence
of the charge collected at the various nodes, and
thus the results presented here underestimate the
trends for devices with shallow charge collection
volumes. However, the results are still very
preliminary, and thus fall under to topic of future
work.

VII. Conclusions

The first part of this work integrated a
more accurate relationship between the range
and energy of electrons in any given atomic
material into the delta ray theory that is currently
used to calculate the radial charge distribution
resulting from energetic ion strikes. It was
shown that the inclusion of this parameterization
results in LET values more consistent with the
widely accepted TRIM results than those using
the standard power law for range in silicon only.
Using these calculations, this section also
demonstrated the differences in the radial charge
distribution from an extremely energetic ion
strike (similar to those in the GCR spectrum) and
an ion strike with a similar LET but with a lower
energy, comparable to accelerator beams used in
typical SEE testing.

To  understand  the  qualitative
differences this discrepancy can potentially
introduce in testing results, in the second section
of this work device level simulations were
performed. Charge collection experiments were
performed on a virtual device by varying the

width of a Gaussian ion strike, and cbserving the
resulting differences in the transients at reverse
biased diodes at various distances from the
center of the charge distribution function. The
different widths of the initial charge distribution
would correspond to ion hits of varying energy,
but constant LET. A summary of these
simulations is shown in Figure 6.

The more dense distributions result in
more charge being collected at nodes near the
strike, but less charge at the distant nodes. The
more diffuse beams result in a more uniform
quantity of charge being deposited at each node,
but with less total charge than the inner nodes of
the dense beams. These trends are in agreement
with physical intuition, and thus the outputs of
these simulations are confirmed to be consistent
with the general trends of a real charge collection
experiment. However, the limitations of this
work are documented in section VI, and these
results should only be taken as qualitative trends.
We are refining our simulations and will publish
quantitative results in a later work.

These observed trends do verify that as
the feature size of digital electronics decrease,
the discrepancy in energy of galactic cosmic rays
and the ions the community uses to perform SEE
testing will result in erroneous testing results.
Namely, the accelerator beams will overestimate
the cross sections for single node upsets, but can
potentially underestimate the multiple node
effects, that will occur due to the more radially
diffuse extremely energetic cosmic rays.
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Figure 1 — Comparison of the power law and Nealy methodologies to determine the range of delta rays in
silicon as a function of kinetic energy (in eV)

100 200 300 400 600

0.9%6

0.94

0.9

Figure 2 — Faction of total charge liberated in a disk of radius t (in nm). The dashed curve 1s a 40
MeV/amu Ne-20 beam while the continuous curve is a 10 GeV Ar-40 beam.
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e miesial of these murves are the collected charge ard are the other setof o1pves.
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Charge collected vs
reverse-biased diode contact number
for given sigma for let=48.3
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Figure 6 — The total charge collected at nodes 3 thru 11 for the seven o, values used in this study. The data
points for 6, = 0.01, 0.50, 1.00, and 1.50 um have been connected with curves in order to more easily
observe the charge collection trends.
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