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Introduction

Mars Reconnaissance Orbiter

Systems Engineering Challenges

MRO project is a system of systems requiring
system engineering team to architect, design,
integrate, test, and operate these systems at each

level of the project.

The challenge of system engineering mission
objectives into a single mission architecture that
can be integrated tested, launched, and operated.

Systems engineering must translate high-level
requirements into integrated mission design .
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This presentation will discuss of

some of the system engineering
challenges that faced MRO, and their
impact on the MRO system designs.
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MRO Driving Requirements

Systems Engineering Challenges Mars Reconnaissance Orbiter
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Conflicting Mission Objectives

Systems Engineering Challenges Mars Reconnaissance Orbiter

Target
observations
interrupting

MARCI daily
global maps
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Mission Operations Overview

Systems Engineering Challenges Mars Reconnaissance Orbiter

* Project is managed by JPL

* Lockheed Martin is main system
contractor

» The Project Science Group (PSG) Project Manager
1ed by PI’OJeCt SCICI]tiSt Project Scientist

. . Deputy Project Scientist
» Science Operation Teams work
Mission Operations
1 Mission Mgr Project Science Group
from remote locations. e =
CRISM
Mission Operations CTX
Technical Staff HiRISE
- Chief Engineer = MARCI
- Mission Phase Leads Opf"n_‘tmns Staff SHARAD
- Mission Ops System Engineer - Mission Opls Assurance Atmos Exp
- Ground Data System Engineer - Configuration Mgmt RN
- EEIS System Engineer Gravity
- V&V System Engineer = Ty
- Training Engineer Investigation Scientists
- DSN Scheduler
Mission Planning & Flight Engineering Team Navigation Team Deep Space Mission Science Office
Sequence Team (FET) (NAY) Services (DSMS) Science Operations
(MPST) includes SC Systems &
subsystem engineering, includes DSN, data includes POST
RTO, Testhed, & eeDAT processing & distribution & remote SOT
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Mission Operations Overview

Systems Engineering Challenges Mars Reconnaissance Orbiter

16 Operations Processes executed by MRO Operations teams
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Systems Engineering Challenge 1:
Development of an Integrated Science Planning Process

Systems Engineering Challenges Mars Reconnaissance Orbiter

—| JMARS OE ON
Flle Viow Help

» Challenges of science planning:
— Conflicting instrument observation modes
— Maintain ephemeris accuracy

Lon,Lat |274.204E,-7.9 Zoon: 16 v

— Meet science objectives
— Resolve conflicts in an equitable manner.
* Solutions
— Integrated Target List & onboard ephemeris

— Creation of POST (Payload Operation
Support Team)

— Tools: MTT (Mars Target Tool), TOS
(Target Opportunity Scheduler)

— Waterfall scheduling process

| 26683F 24 890 24550 A0y i Ad

Week 81 Week #2

Weel 23 Week 14

i Background Sequence #1. texecuting on MRQ)

1 Background Sequence #M (executing on MRO)

| Science Sequence #L (executing on MRO)

ITl.
NIO Planning: Sequence 1 Final-IPTF L i
Week b

Science Sequence #M (executing on MRO)

ITi.

IT.
— Final- 1IPT) ) Firal IPTF M
NIO Planming: Scquence M e Ha R b
- | Week o
IOF-IFTE & e NIO Planaing: Sequence M
Week b Final-IPEE Ng
' NIO Planning: Sequence N
[OFIPTE & Week a

Space 2007 Conference, Long Beach, California

Sept. 19 2007

GGH-8



National Aeronautics and Sp§ce Administration . .

ystems Engineering Challenge 2:
Implementation of End-to-End Information System (EEIS)

Systems Engineering Challenges Mars Reconnaissance Orbiter

Re-transmission cmg
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— 2000-3000 CFDP ey Telemetry'® | data storage, 1= B @»| AtLMA 12
g Processing routing, 6
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P o ) @ = @@ Science Ops &
— Limitations of DSN —L{l SHARAD ® Data Processing !
= DSMS|CFDP Service B sHARAD (AS)) |4
WAN — B CRISM(APL) |H
e et g 4 i
— End-to-end visibility of = Processing | OM B HRISE(UA)  FH _
science products [ WARCH Jopf=] | 2 — > Graviy GWU) |
. —l MCS | = Pl Ry » CTX&MARCI |||
. ¥ |Creation sl »
* Solutions: k=== e o (SSS) g
. Other el remed e (RSDS) . Atmos. Sci. || ]
— Comprehensive EEIS hecka® = =) el MIT)
M realion . 5/ |
testing < t : = — , Legend: »  MCSWPL) | _
. Processing —» Downlink
— Established eeDAT team S/C Flight Computer e
ata System
(PDS)
— New tOOl TRUST @ CFDP PDUs @ Science Data Products
— Upgrades to DSN WAN @ AOS Frames r@\ AOS Frame Accounting
. ::"‘c\:]Observa(inn commanding \7j Science Products & Metadata Files
and grOund proceSSIHg }'\ . . @ PDS-labeled Science Products
Capablhty \1) SERUs containing AQS Frames @ Science Product Accounting Data

(2) Non-CFDP Packets
(3) CFDP Packets
(4) SIC & Instr. Eng, & Tracking Data

@ Instrument Engineering
1) S/C Cmds & Seqs
2) Instr. Cmds & Seas

Space 2007 Conference, Long Beach, California Sept. 19 2007 GGH-9



National Aeronautics and Space Administration

Systems Engineering Challenge 3:
Management of Onboard Data Storage and Retransmission

Systems Engineering Challenges

* Challenges:
— 160 Gbit Solid State Recorder (SSR)

— Utilize high downlink data volume
without overflowing SSR

— Provide science teams independence
and fairness

— Tight timeline to retransmit data

Usage Percentage

I 2
2007-251 2007-251 2007-251 2007-251 2007-251 2007-251

before Overwriting Wlth new data 20200300 00:00:00 04:00:00 08:00:00 12100100 16:00:00 20100300
. SCET
o Solutions: SCaTar VIR . S IsHAmnD i
. . 100
— Onboard data handling design
provides operational independence for = = NN
each instrument P
— PSG allocates downlink bandwidth % & 2
to science teams V"N
20 .
— Science Team & Data Tracker Tools FRAMED SSR BUFFER J_\
. . 0 e N | ) L L | L 1 N | 2 N N | L 5 1 | L gy, 1 ¥ y 1 i
— Automated retransmission commands S0200:00 S0%0000 04200200 68200700 2900200 Tev00100 S0e00:00
based On frame gaps deteCted at DSN ZAPTD_CRM_SCI_X e ZAPID_HIR_SCI_X -——-SCET 2APTD_SHR_SCI_X = ZAPID_RT_NOM_MED ———
M M APID_CTX_SCI_X = APID_MAR_SCI_X APID_ELE_RELAY_DATR —
tracking stations. e

— Creation of retransmit framed buffer
space to increase amount of time
available to request

MBits / second
SPNWE O

2007-250 2007-251 2007-251 2007-251 2007-251 2007-251 2007-251
20:00:00 00:00:00 04:00:00 08:00:00 12:00:00 16:00:00 20:00:00
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Systems Engineering Challenge 4:
Design of Operational Readiness Tests

Systems Engineering Challenges Mars Reconnaissance Orbiter

»  Challenges of designing PSP ORT

— Long duration: 4.5 weeks from beginning of PSP planning to end of 2-week execution cycle

— Must demonstrate parallel/overlapping operations of planning multiple cycles, monitoring
execution of current cycle, while downlinking and processing data at same time

— Least heritage of PSP process from previous missions, compared to other mission phases,
necessitated phased integration of components before testing higher rate scenarios

 Solutions 100

— Thread test without timeline to validate team
and software interfaces for science planning .
process

— Low data rate and high data rate cases:
“walk before you run”

— Rehearsals provide experience working on
timeline, output products executed on high i N P
fidelity test bed during ORTs Reheapal ZORTS

20 ow Rate Case

— Finally, ORT’s vali.date readiness- for Rehearsal 1/ORT 1
operations of parallel/simultaneous uplink &

downlink processces. 8-Nov 6-Feb 7-May 5-Aug 3-Nov 1-Feb 1-May 30-Jul 28-Oct
Date (2006-2008)

Max Rate Case
Thread Test,
(C High Rate Demo

40

Data Volume, Gbit

High Rate Case
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Conclusion

Systems Engineering Challenges Mars Reconnaissance Orbiter

« Systems engineering challenges were overcome utilizing a combination by
creative designs built into MRO’s flight and ground systems.
— Design of sophisticated spacecraft targeting and data management capabilities
— Establishment of a strong operations team organization
— Implementation of robust operational processes
— Development of strategic ground tools.

 The MRO system has met the challenge of its driving requirements.

— MRO began its two-year primary science phase on November 7, 2006, and by July
2007, met it minimum requirement to collect 15 Tbits of data after only eight months
of operations. Currently we have collected 22 Thbits.

— Based on current performance, mission data return could return 70 Tbits of data by the
end of the primary science phase in 2008.
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