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h~)dustry StandardlnteffaGes

- cPCI

- IEEE 1394

- 12C

- 802.11
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Builcling Bloc~s
PCA Power Converter Assembly
• Two 30-W primary-to-secondary power converter,

modules (PCMs) on 1 slice " ' "
• Two versions: dual 3.3-V PCMs or one 3.3-V PCM and

one 5-VPCM '"

• Contractor: Lockheed Martin Commercial Space
Systems (CSS)

PSS-Power Switch SIi~e

• Used to switch power loads, val've~), and pyros,
(all three functions)

• 16 switches/slice
• Redundant 12C bus
• Contractor: Lockheed Martin ro;;::..:'" ,

PCS-Power Control Slice
• Primary spacecraft powerb
• Includes shunt regulator con
• Reduhdantl2C bus , .
• Contractor: Lockheed Martin

TAS-TRIO Asse
• Temperaturea
• 6 Temperature

integrated cir

• 9

SFC S~tem FlightComputer" ,
• Power PC 7mpact peripheral component

interconne CI ased", ,
• 128 Mbytes '6 kbytes EEPROM
• Baseline 24 s; variabl~ speed
• Contractor: BAESystems ",

~1~eri~~:::I~~::~~~~trn~~rconnect(PCI) 1394/12C ~
bridge; 2 universal asynchronous' ,
receiver/transmitters (UARTs)

• Includes node reset control; general fault protection
logic; discretes

• Assembly developed by JPL

NVM-Nonvolatile Memory
• 2 Gbits/slice Flash Memory
• Includes power management control and erase/write

cycle tally
• Contractor: SEAKR Engineering, Inc.

SIA-System Interface bly ,'; , ,
• Includes 1553, SPI,speedserial interfaces'
• Assembly develb

, "IF-T~er
• Con
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The Europa Orbiter total dose environment is

harsh compared to CWTent experience

At Europa an astronaut inside an EVA

suit receives a lethal dose every 12

minutes

The Europa Orbiter must operate with high

reliability during the 30 day mission

Science objectives

Achieve quarantine orbit

Impact

High technology, high tisk, high cost

electronics development (X2000) to

reduce risk

Total shielding = 39 kg

•

•

•

Europa
Orbiter
(X2000)

Planned Missions

3.2 Mrad
Over [-2 years
in Jupiter orbit
before EOI

Cunent Missions
Iridium

3 ".." h.~ ....l"""'" ,., " , ,,

10-12 year
duration2 , ".. ,.." " " "..,..",,,' , ,, ..:.'!i ,

10 year 4 year / ~.•
dlll'll!ioll duration I

3.3 Mrad
Over 30 day
Science mission

5 ".."'.". In Europa orbit
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JPL Multi-Mission Architecttu;e
Platform

.Jet Propulsion Laboratory's
Mu ssionSystem
Architectural Platform (MSAP)
project is a program designed
to provide JPL missions with a
standard set of hardware and
software components that can·
be adapted and customized to
fit mission-specific needs



Xilinix Virtex II Pro Qua ification &
SEU Maaation Methods·

Description of past accomplishments

• JPL has qualified the use
• JPL has qualified the
·JPL has developed.
• For more in +r \r'n-,'3't.

htt ://k



Resources we bring to the Table

:- ' ','-;;:'';::':;;:{'-':. __ <.,.C'-,'"

.• T module can be used alone for asma
.sys em or used in a network as a bui
future avionics systems. .....

C"',,,"'''. >-,'

• ..IPL has worked closely with Xilinx, Monta Vista, irl
developing this product

First Prototype Moiiul,e

Description of past accompl shments

Mobility Avionics: A reconfigurable
Avionics Module ....
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JIMO CDH Design Approach

e high-speed system bus connects all nodes·

• Computers

• Mass Memories

• Bridges

- The peripheral bus connects the C&DH to other sub
equipments

- Bridges connect the system bus wit

- All computers e·acce
sensors, and



Legends

JIMOCDH Hardware Architecture>



· C&DH· Fault Tolerance Approach.

Fault Containment Region·

Spacecraft M~dule C&DH

Mission ModuleC&DH

Science

AACS

Telecom





Sttaring and Isolation
;,c'';,._ ' >' ,':,':.',';". --. ,",,:;

- ".-'< .'..'-"'-:-': -:-:', - ,',' -:'<; ':,:' ',';:,<":,' ': -'::::-:,::/-:<,<~~:_'--:;: ~;:" -,',<', ::<-~; ",:.;'

I sharing Whenever differentfuncti . sh·· .physical
urces such as interconnection buses, shared .mory and

pr cessor resources, some must wait for others - even if they do
not interact in any other way. Sufficient bandwidth and a careful
system-level timing (and intercommunications) strategy will be
provided so that plugging in or changing system modules and .
functions will not affect the r~al-time performance of unrelated
functions.

- Information sharing by processes that interact and timpact
on real-time applications must be thorou . ersod.
Perhaps the be . ··achherewillb a directed
graph based a inslir is pro
in a timely fa n be u uri
desi·

- Isola
be n
discon
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• F,jn.l[t~'olerance: is the: proces w~ich the on~board computers
. and .cover from error dfaults. The flight-critical parts .. · .

the sy.. m will require ex remely high reliability and even
tolerance to localized physical damage, not unlike modern
commercial aircraft. .Unlike an airliner that lands within 15 hou.
the CEV must maintain its high reliability' for months. Massi
redundant fault-tolerance techniques currently emplq
commercial aircraft will be further developed and e~p .
including design diversity in .' hardware and softw
design errors or undetected fabrication flaw .' "ca
failure. The ab" .' to" include addition nda
included to ext .. .• .... Ie life of the· tern
critical high pe· . . e'ts
check "" and rollback"mp
in a that. uses Ie . ak
resou'Hable ~to/ioc rfqrmance.· J
its con ". havedeve ··and techniqu
doing thlareatTRl .. '.



f;attlt toleratJGe,G0TS, 8Fld

rad-l:i~~rd, pacts .. .
.In c;mjep to aef1ieve a gtable petformqmee, to have
available modern soft edevelopmenttools,and to
be able to use standards that are amenable to system

. evolution over time,· complex components (processor
memories, etc.) will be implemented with COT .porh~.· , ..
whenever possible. F~ult-tolerance techniqu .
been demonstrated at JPL and by other
dependable performance in the presen·c·
Event Upsets. Smallrad~harden. ··ue chi
be needed t ide ·.ple ""
such. as pe. .

SPUriOUS
simplee
state -
syste
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m~ag ca~aDilit~j5' .
d, then Autono oft· .. ecan be used todet

< .~ •• ures in their host electromechanical subsystems an
system level actions to compensate for fault ..• ... ..

conditions. Creating virtual subsystems with built...·
test capability (1 above) both facilitates system
integration and also is a major aid to the auto
recovery process.. Auto ous recovery con
determining whatspacecraft functio ... ot
properly, subsf · . 0 r
nominal oper . a
operati· . i
modifyo..
for time .<g.
JPL has
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or long-life, high, reliability, and mission adaptation
• Key Future Challenges

- Partitioning and the Orthogonalization of Tasks
- Sharing and Isolation
- Fault Tolerance
- Fault tolerance
- Autonomous

• Conclusion:




